In this thesis, we propose the 2.5D pose guided human image generation method that integrates depth information with 2D poses. Basically, given a specific 2.5D pose and an image of a person, our model can generate a new image of that person with a target pose. In order to incorporate depth information into the pose structure, we present the Three-Layer Pose Space that allows more accurate pose transfer compared with regular 2D pose structure. Specifically, our pose space enables the generative model to solve the occlusion problems commonly happened in human image generation and helps us easily recognize spatial front-back relations of limbs. Our approach is trained end-to-end on images and the corresponding 3D coordinates. In qualitative experiments on the DeepFashion, Human 3.6M dataset, our model demonstrates significant improvement of visual effect regarding the depth of field.
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Chapter 1

Introduction

1.1 Problem Definition

Generative models for human image generation can be used in many applications such as scene generation (Johnson et al. [2016]; Wang et al. [2017]), person re-identification, that is a very challenging problem because of the lack of cross-view paired training data and view-invariant features. Consequently, a series of methods regarding human image generation have been proposed such as Dense Pose Transfer (Neverova et al. [2018]), PG2 Network (Ma et al. [2017]) and Deformable GANs (Siarohin et al. [2018]).

Inspired by (Ma et al. [2017] and Esser et al. [2018]), our approach uses two different variables to guide the generation process: human appearance and spatial layout. On the one hand, our model needs to preserve the invariant appearance features that are characterized by human skin, hair and the color, texture of clothes, obviously, these appearance features retain while persons change their poses. On the other hand, there are a wide range of poses that include geometrical layout of an object and the viewpoint variation, and our approach can automatically represent the pose with keypoint map, provided that the position of keypoints can be estimated by 2D pose estimation methods (PAFs, Cao et al. [2016]) or extracted from
Deep learning based generative models have shown remarkable success in image generation field, Generative Adversarial Networks (Goodfellow et al. [2014]) and Variational Auto-Encoders (VAE) (Kingma and Welling [2013]) are capable of generating realistic-looking images. Recent works have also shown that conditional generative models have the ability to guide image generation process by controlling categorical attributes or layout constraints indicated by conditioning variables such as a label, 2D pose or a sentence (Ma et al. [2017]; Johnson et al. [2016]; Esser et al. [2018]; Jaderberg et al. [2015]). For instance, Ma et al. [2017] proposed PG2 network, in which the person with one pose can be transferred to another pose represented by 2D keypoints map.

However, most of these methods have a big problem while describing posture information, that is neither 2D keypoints map nor 2D skeleton map can accurately describe certain pose of an object, since human body is a relatively complex three-dimensional structure. We need to take in account the depth information in order to prevent the loss of information concerning the spatial relationships between limbs. Depth information can also help us deal with the self-occlusion problem that frequently occurred in human image generation process.

1.2 Contributions

In this thesis, we propose the Three-Layer Pose Space that can incorporate depth information with regular 2D skeleton map. This approach allows us to generate 2.5D pose map that accurately represents spatial relation and geometrical layout of a certain pose. We build on Variational U-net that is recently proposed by Esser et al. [2018], which can disentangle human appearance and spatial information from an image. Moreover, we can train this model without providing samples of the same object with varying pose or appearance. The experiments on DeepFashion dataset and Human3.6M dataset demonstrate that our method
can generate more realistic human images complying with spatial and depth constraints and commonsense. The framework of our method is shown in Fig. 1.1.

1.3 Structure of the Thesis

The structure of this thesis is as follows. Firstly, we introduce the related works in human image generation field in Chapter 2, and then offer a detailed explanation about some popular generative models such VAEs and GAN. We present our methods and experiments on two datasets in Chapter 3. In the end, we conclude the thesis in Chapter 4.
Chapter 2

Background and Related Work

2.1 Human Pose Estimation

The task of human pose estimation is that given a static image or a video sequence, how to accurately locate the corresponding positions of the main human joints in the image, and then simulate the approximate human pose by connecting adjacent joints. In the common datasets regarding human posture estimation, the positions of 14 joints of human body are usually marked which include the head, neck, left shoulder, left elbow, left hand, left buttock, left knee, left foot, right shoulder, right elbow, right buttock, right knee and right foot. By changing the positions of these 14 joints, countless human posture can be described.

With the development of human pose estimation in recent years, more powerful methods have been proposed to deal with complex situations. However, there are still many difficulties restricting the implementation of the algorithms:

(1) Background interference. In an image, the background may contain many objects with different colors, but if some of the colors are similar to the colors of human skin or clothes, it would be difficult to distinguish between people and other objects which will lead to the wrong estimation of the possible positions of some joints in the human body.
(2) Occlusion problem. The occlusion problem is the primary problem that restricts the accuracy of human pose estimation method, and it is also the problem that researchers have been trying to solve. Because of the high degree of freedom of each joint, they might appear in any positions, which makes the complexity of human posture space very high. The occlusion problem can be divided into self-occlusion and other occlusions. Among them, self-shielding refers to the situation that some joints are covered by oneself, such as crossing hands, pocketing hands, crossing legs, kneeling or observing from the side; being shielded by other things generally refers to being occluded by other objects. All of these will lead to the algorithm cannot extract the effective appearance feature, so it will be hard for us to predict the positions of the joints through the appearance information. Another approach is to predict the positions of the occluded joints based on prior information or statistical knowledge, which greatly increases the accuracy of the algorithm in the prediction.

(3) Illumination problem. All computer vision projects cannot avoid the problem of illumination. Many existing methods and theories default that they are carried out under sufficient illumination. Therefore, the difference between illumination and non-illumination also affects the effectiveness of human pose estimation methods.

(4) The change of scale and angle. In different images, the size of human and the angle of human face to the lens vary widely. Therefore, only when these differences are dealt with, the algorithm will have better generalization ability. Therefore, feature pyramids are used in many methods.

(5) The interference of clothing. Different people have a variety of clothes, and some strange colors and styles will increase the difficulty of accurately estimating the position of joints, such as whether wearing a hat has an impact on the prediction of head position, and whether wearing skirts or pants has a great impact on the prediction of leg position.

Graphic structure model can simultaneously model the appearance of human joints and the relationships between adjacent joints, which provides accurate spatial constraint in-
formation. As shown in the following figure, graph structure model generally represents the appearance model of human body and their spatial constraints as an undirected graph $G = (V, E)$, in which $V = \{v_1, v_2, ..., v_n\}$ is used to represent the main joints of human body, and $E$ denotes the spatial constraints between them. Therefore, the graph structure model can deal with local information: appearance model and global information: the connection between adjacent components.

![Figure 2.1: Human body with graph structure model](image)

2.2 Variational Autoencoder

Auto-Encoder (AE) is a neural network model of unsupervised learning proposed in late 1980. The basic network structure of AE is composed of input layer, hidden layer and output layer, in which the dimension of input layer is the same as that of output layer. With encoderautoencoder first map the input data into a lower dimensional space and then uses the encoded data to recreate the inputs by decoder. In this network, the gradient descent algorithm is used to adjust the weights to reduce errors iteratively. Autoencoder is mainly applied on data matrix dimension reduction, feature extraction, and data denoising.
The number of neurons in the input layer is larger than that in the hidden layer. Suppose the input layer and the output layer have \( n \) neurons, the hidden layer has \( m \) neurons, then \( n > m \), that is to say, the dimension is reduced and the data will be reconstructed. Recently, sparse autoencoder (SAE) and denoising autoencoder (DAE) are commonly used.

![Network model of autoencoder](image)

**Figure 2.2: Network model of autoencoder**

In AE neural network, the relationship between the edges of adjacent nodes is expressed by weight matrix, and the weights between the nodes from input layer to hidden layer are expressed by \( w \). At the same time, the bias vectors of hidden layer and output layer are expressed by \( q \) and \( w \), where \( b \) is the bias value of the \( j \)th node in the coding process. The network model of autoencoder is shown in Fig. 2.2.

The output value of the encoder needs to be represented by the non-linear activation function sigmoid \( f(z) \), and the output layer \( y \) has the following results:

\[
y = \sum_{i=1}^{m} w_{i,j} a_j + b_i
\]  

(2.1)
The variational autoencoder (VAE) is an unsupervised learning generative model proposed by Diederik P. Kingma and Max Welling which has been widely used on image classification, dimension reduction, and image reconstruction. VAE is very popular because it is based on standard approximation function (neural network) and can be trained with stochastic gradient descent. Now, the commonly used depth generative models are GAN, DBN and VAE which can be used to deal with complicated data in machine learning. These complex data include handwritten digits, human face, CIFAR images, and scene physical models. The visual effect of generating digit images using a variational autoencoder is illustrated in the following figure.

![Figure 2.3: Digits image reconstruction by VAE](image)

Variational autoencoder has a basic model structure similar to autoencoder which includes encoder, decoder and loss function. As shown in the figure above, the observed data
is $X$, while $\tilde{X}$ is generated by the latent variable $Z$, so $Z \rightarrow \tilde{X}$ is a generation model, and the probability distribution is represented by $p_{\theta}(x|z)$. On the other hand, the recognition model is $X \rightarrow Z$, and the probability distribution is denoted by $q_{\phi}(z|x)$ which is similar to the encoder of autoencoder, however, they are different, because the variational encoder generates two vectors of mean $\mu$ and standard deviation $\sigma$ each time, and the autoencoder only generates an latent vector $Z$, as shown in the following figure.

Figure 2.5: VAE model structure

The loss function of the variational autoencoder is the reconstruction loss of generated images, that is the difference between the posterior probability density in the encoder and the posterior probability density in the decoder. Therefore, in VAE, the whole network uses gradient descent to continuously adjust the $\theta, \phi$ in order to optimize the model. The reconstruction loss can be calculated by cross-entropy. Whether the latent variables fit the standard normal distribution is calculated by Kullback-Leibler divergence. KL divergence can describe the distance between two probability distributions. The closer the two distributions are, the smaller the KL divergence is, and vice versa.

Let’s say we have a dataset $X = \{x^{(i)}\}$ and $i = 1, ..., N$, from the VAE graph structure in figure above, we know that $x^{(i)}$ is generated from $z^{(i)} \sim p_{\theta}(z)$ and $x^{(i)} \sim p_{\theta}(x|z)$, edge similarities consists of the sum of the edge similarity of a single data point,$logp_{\theta}(x^{(1)}, ..., x^{(N)}) =$
\[
\sum_{i=1}^{N} p_\theta(x^{(i)}) \]

Each data can be written as:

\[
\log(p^{(i)}) = D_{KL}(q_\phi(z|x^{(i)})||p_\theta(z|x^{(i)})) + L(\theta, \phi; x^{(i)}) \tag{2.2}
\]

By choosing the best \(p_\phi(z)\) to analyze and integrate the formulas. For this reason, firstly, by introducing the differential transformation \(g_\phi(\epsilon, x)\) with stochastic noise \(\epsilon\) to reparameterize \(Z\).

\[
Z^{(i,l)} = g_\phi(\epsilon, x^{(i)}), \epsilon \sim p(\epsilon) \tag{2.3}
\]

More concretely, VAE uses:

\[
Z^{(i,l)} = g_\phi(\epsilon, x^{(i)}) = \mu^{(i)} + \sigma^{(i)} \odot \epsilon^{(i)}, \epsilon^{(i)} \sim N(0, 1) \tag{2.4}
\]

In which \(l\) represents the sample of the \(l\)th noise epsilon, \(i\) represents the \(i\)th data point, and \(\odot\) represents the product of elements, \(\mu, \sigma\) are the outputs of nonlinear mapping (encoder). Based on the formula above, we have:

\[
q_\phi(z|x^{(i)}) = N(z; \mu^{(i)}, \sigma^{2(i)}I) \tag{2.5}
\]

At the same time, it is assumed that the latent variable \(Z\) fits multivariant Gaussian distribution \(q_\theta = N(z; 0, 1)\), then we get:

\[
D_{KL}(q_\phi(z|x^{(i)})||p_\theta(z)) = \frac{1}{2} \sum_{j=1}^{J} \left(1 + \log((\sigma_j^{(i)})^2) - (\mu_j^{(i)})^2 - (\sigma_j^{(i)})^2\right) \tag{2.6}
\]
2.3 U-Net

U-net was proposed by Olaf Ronneberger, Philipp Fischer and Thomas Brox in 2015, it was one of the earliest semantic segmentation algorithms using fully convolutional network, and was used for cell image segmentation under electron microscope in ISBI competition. U-Net achieved very low error rate through only 30 pictures and supplemented by data augmentation strategy, and won the championship with great advantage.

The network consists of two parts: a contracting path to obtain context information and a symmetrical expanding path to locate accurately. The symmetrical U-shaped structure it used was very innovative at that time, and to some extent affected the design of the following several partitioning networks. The name of the network was also taken from its U-shaped shape.

Compared with other common segmentation networks, U-net has a very different point: U-net uses a completely different way of feature fusion: concatenation with skip connection. Generally speaking, there are two methods for feature fusion in semantic segmentation networks:

1. The sum of corresponding points of FCN formula which corresponds to the tf. add () function in TensorFlow.

2. The U-net concatenating features from different channels which correspond to the tf. concat () function of TensorFlow.

In addition to the novel feature fusion methods mentioned above, U-net has the following advantages:

Five pooling layers can achieve multi-scale feature recognition. Also, the up-sampling part fuses the output of feature extraction part. In fact, multi-scale features can be fused together. Take the last up-sampling as an example, its features come from both the output of the first convolutional block (the same scale feature) and the output of the up-sampling
part (the large-scale feature). This connection runs through the whole network. As shown in the figure above, there are four skip connections in the U-net. However, the corresponding FCN only merge once in the last layer.

### 2.4 Keypoints Estimation

Given an image or a video, human pose recognition is the process of restoring the position of human joints. According to the format of input image, human pose recognition algorithms can be divided into two categories: depth map-based algorithm and RGB image-based algorithm. Compared with the limitation of image acquisition equipment due to the high requirement of depth maps, RGB-based human pose estimation algorithm has a wider
application prospect and has achieved academic results.

At present, human pose estimation algorithm based on RGB image can achieve good performance even in complex scenes. For human pose recognition, we can consider it not only as a regression problem but also as a detection problem. The difference between the two is that for the former, we expect to get accurate coordinate values \((x, y)\); for the latter, we expect to get the corresponding heatmap. The response of different parts should be different. In practical application, human pose recognition also faces several major problems, mainly in three aspects: (1). Human body movement is flexible; (2). Changes in the background; (3). Changes in clothing. These three aspects lead to great changes in the visual information of various parts of the human body, thus bringing great challenges to human posture recognition.

There are many applications of pose estimation, such as intelligent surveillance, which is a new technology developed by using pose estimation technology and has the function of content analysis. The monitoring system with moving object recognition can omit a lot of useless information, extract the key information of human motion, and make judgments automatically according to rules, thus saving many workforce costs.

The CPM method (Wei et al. [2016]) has strong robustness, and many of the following methods are based on this method. CPM has the advantage of using sequential convolution architecture to express spatial information and texture information. The network is divided into several stages, and each stage has a part of supervisory training. In the former stage, the original image is the input, while in the latter stage, the feature map generated from the previous stage is used as input. The main purpose is to fuse spatial information, texture information and center constraints. In addition, for the same convolution architecture, multiple scales are used to process the input characteristics and responses simultaneously, which not only ensures the accuracy but also considers the distance relationship between the components.
The stacked hourglass (Newell et al. [2016]) published in the same year also achieved excellent results. For a given single RGB image, we can get the precise position of the key points of the human body, and the spatial position information of each joint point of the human body is captured by using multiscale features. The structure of the network is hourglass-like, and the hourglass module is repeatedly used to infer the position of the human body's nodes. The structured pose (Chu et al. [2016]) proposed by Wang in 2017 is also fine-tuned on the basis of CNN. Its innovation lies in the use of geometric transformation kernels in convolution layer, which can model the dependence relationship between joint points. In addition, a bidirectional tree model is proposed, so that the feature channel of each joint can receive information from other joints. For information transmission, this tree structure can also estimate the poses of multiple people. However, the accuracy of multi-person pose estimation is not desirable.

Deepcut (Pishchulin et al. [2016]) in 2016, using the top-down method, is the first one using CNN to find all the candidate nodes, then composes a graph of these nodes, clustering the nodes in the graph to determine whom each node belongs to. In 2017, ArtTrack (Insafutdinov et al. [2017]) used the pose estimation in video tracking. The contribution of this paper is that the existing single-frame attitude estimation model is used as the basic framework, and the speed is obviously accelerated. The model still adopts the top-down method, that is, to detect body part proposals with Resnet, and then classify them into different people according to the association and spatial information.

2.5 Generative Model

Most deep generative models for human image generation can be categorized as either unsupervised learning method such as Variational Autoencoders (VAEs) proposed by Esser et al. [2018] or Generative Adversarial Networks (GANs) (Goodfellow et al. [2014]), VAEs are clas-
sical generative models, which have been widely used in many tasks such as text generation, image style migration. The encoder of VAEs maps the distribution of datapoints to latent vectors, and the decoder takes it as input, then outputs the parameters to the probability distribution of the data. GANs can also generate realistic-looking images based on two networks, discriminator and generator. The discriminator is used to classify "real" and "fake" images while the generator tries to construct realistic images that the discriminator cannot distinguish.

Siarohin et al. [2018] proposed Deformable GANs for the pixel-to-pixel misalignments problem by introducing deformable skip connections in the generator of GANs. Moreover, a nearest-neighbor loss is proposed in order to match the details of the generated image with the target image. PG2 network (Ma et al. [2017]) consists of pose integration network and image refinement network, an initial but coarse image of the person with the target pose can be generated from the first stage, the U-Net-like generator in the second stage can refine the initial and blurry result to generate the realistic looking human images with convincing details. Neverova et al. [2018] also adopted a two-stage approach, surface-based pose estimation and deep generative models. With the dense pose estimation system that maps pixels from the images of the object and the pose donor to a common surface-based coordinate system, both images can be brought in correspondence with each other, and then the convolutional predictive module can warp them onto the target pose.

In order to cope with the high variance in human pose, shape, appearance, a controllable surface-based model of the human body is proposed in Lassner et al. [2017], which is trained on the semantic segmentation of the body and clothing. This model can generate the image of entirely new people with realistic clothing. However, the pose is determined by controlling a surface-based model, which can be limiting when we process videos. To solve image-to-image translation problems, conditional adversarial networks are used in Lassner et al. [2017], which is effective at synthesizing photos from label maps, reconstructing objects from edge maps,
and colorizing images, but their method is limited to the synthesis of a single, uncontrollable appearance. A different approach is taken in the pose transfer work of Esser et al. [2018], where appearance and pose are used to guide the image generation process separately, similar to Esser et al. [2018], Reed et al. [2016] utilizes the GAN framework and Reed et al. [2017] uses the autoregressive framework to provide control over shape and appearance. However, both methods cannot produce the ideal shape consistently.
Chapter 3

Pose Guided Image Generation

3.1 2D Pose Estimation

The Fig. 3.1 illustrates the model of Openpose method (Cao et al. [2016]). We take a resized image as input, extract features through convolution network, get a set of feature maps, and then send them into two branches, extracting Parts Confidence Maps and Part Affinity Fields respectively based on CNN network. Next, we can use Bipartite Matching to combine the joint points information and get the coordinates of human keypoints.

Figure 3.1: Openpose model (Cao et al. [2016]), the first branch is confidence maps of keypoints, the second branch is part affinity heatmaps for each keypoint pair.
The network structure of the model is: Firstly, the feature map is generated from 10 layers VGG. Feature map serves as the input of the two branches, merging the results of the two branches and the feature maps from the previous stage would be used for the next stage. Correspondingly, there are two loss functions in each stage, both are L2 loss. Also, there is a target mask in the loss function to prevent punishment to the true positive prediction in the training process. The network structure is divided into two branches, predicting the confidence map of human body position and part-to-part association simultaneously. The whole network is an iterative structure. The intermediate supervision is generated in each state process and will be used for the final pose estimation.

Specific to each stage: S-part detection, the foundation of building the connection between parts: When we get the confidence map of each body part, as shown in Fig. 3.2, the map has a peak for a single person; when you have more than one person, a peak represents a person. Peak points are used to estimate the exact location of body parts.

Figure 3.2: Confidence map of keypoints.

L-part association which denotes the degree of association between parts: The problem to be solved is how to get the complete post from the detected human body parts, espe-
cially when the number of people is unknown. The traditional method is to construct the relationship between body parts by confidence measure and calculate the midpoint between each pair of detected parts. The new method proposed in this model is part affinity fields - obtaining 2D affinity maps from the existing positions of components, as shown in Fig. 3.3. Then, the candidate part is used to calculate the corresponding PAF line integral to detect the components, and then the human skeleton is built with the help of PAF.

Figure 3.3: Part affinity heatmap for keypoint pairs.

To improve the efficiency of PAFs method, we also introduce Mobile-Net (Howard et al. [2017]) to achieve model miniaturization. MobileNet is based on deepwise separable convolution. The work of deepwise separable convolution is to decompose the standard convolution into depthwise convolution and pointwise convolution. The advantage of this method is that the number of parameters and calculation can be reduced greatly. The decomposition process is illustrated as follows:

The computational cost of original convolution filter is $Dk \times Dk \times M \times N \times Df \times D$ in which $Df$ is the size of input feature, depthwise convolution works as filter, the size is $(Dk, Dk, 1, M)$ and the computational cost is: $Dk \times Dk \times M \times Df \times Df$. 
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Pointwise convolution is responsible for switching channels, the size is \((1, 1, M, N)\) and the computational cost is: \(M \times N \times Df \times Df\). So, we can get:

\[
\text{overall cost} = Dk \times Dk \times M \times Df \times Df + M \times N \times Df \times Df
\]  \hspace{1cm} (3.1)

Compared with the original convolution filter, the computational complexity can be put down a lot.

We reconstruct openpose model with mobilenet, evaluate the new model on one benchmark for multiperson pose estimation: the COCO 2016 keypoints challenge dataset (Lin et al. [2014]). We test two models on a machine without (i5- 8250U), then compare their Heatmap Loss (last layer), PAFmap Loss (last layer) and inference time.
Table 3.1: The results after modification.

<table>
<thead>
<tr>
<th>Model</th>
<th>Original</th>
<th>MobileNet</th>
</tr>
</thead>
<tbody>
<tr>
<td>Heatmap Loss @25k iterations</td>
<td>21.3</td>
<td>24.9</td>
</tr>
<tr>
<td>PAFmap Loss @25k iterations</td>
<td>43.6</td>
<td>50.2</td>
</tr>
<tr>
<td>Inference Time @i5-8250U, No GPU</td>
<td>4-5s</td>
<td>0.5-0.8s</td>
</tr>
</tbody>
</table>

With the modification, the Heatmap Loss and PAFmap Loss rise more than 15 percent, but the inference time drops from about 5s to about 0.7s. So, the modified model can greatly improve the efficiency of our algorithm.

### 3.2 Three-Layer Pose Space

In this section, we describe the architecture of our generator and how to generate 2.5D poses with the Three-Layer pose space, in order to build an end-to-end model. Our pose space can automatically transfer the 3D coordinates of human keypoints into the corresponding 2.5D skeleton map which depicts the essential characteristics of the pose of the person. For the image generation process, we use VAE to extract the invariant appearance features and then fill it into the new image.

Figure 3.5: Three-Layer Pose Space.
Integrating depth info with the 2D pose map is a challenging task. Point cloud can accurately describe the pose of an object, however, it is computationally expensive especially as a label and hard to achieve without complete data. In this paper, we propose a simplified method called Three-Layer pose space that can roughly describe the spatial front-back relations of limbs. Firstly, in order to build human skeleton map which consists of a sequence of 2D human keypoints, we apply a state-of-the-art art 2D pose estimation method (Cao et al. [2016]) on Deepfashion dataset to obtain the approximate keypoints positions, and depth info are required to be labeled manually. With Human 3.6M dataset which offers 3D coordinates, pose space can automatically accomplish the pose projection without manual annotation. The detailed process regarding this transformation is shown in Fig. 3.5.

![Figure 3.6: Pose extraction example.](image)

In our method, the human body is separated into torso and other 8 subregions that include front arm, rear arm, calf, thigh on the left and right. The depth info of each limb is denoted by three different colors, blue (-1) indicating the limb is being occluded, red (1) implying the limb is in the front of torso or other limbs, green (0) denoting the limb and torso are on the same plane, plane where torso is located is considered as zero plane.

Specifically, our algorithm can easily transfer 3D coordinates to 2.5D skeleton map with Human 3.6M dataset. Firstly, we can find where occlusion happens by calculating and
comparing \((x_i, y_i, z_i)\) of each limb, and then \(z_{i,j}\) can be used to tell us which limb is being occluded and which one is in the front of the torso. On the other hand, the thickness of human body must be considered, it plays a important role when deciding spatial relations. This value depends on the specific dataset and the corresponding motion capture system. Based on these strategies, our model can assign the depth label (the color) to the 2D skeleton map as shown in Fig. 3.7.

\[
(x_i, y_i, z_i), \ i = \{1,2,\ldots, 12\}
\]

Detect crossover or overlap by \((x_{i,j}, y_{i,j})\),
then compare \(z_{i,j}\) to determine the front-back position.

Figure 3.7: Transformation for 3D coordinates to 2.5D skeleton map.

With these rules, our method can incorporate spatial front-back information into the 2D skeleton map, and then construct our RGB stickman image that can be used as a label to control the human image generation process. Some examples are shown in Fig. 3.6 and Fig. 3.8.

### 3.3 Conditional Variational U-Net

In the previous section, we have mentioned that Variational U-net model is suitable for pose transfer, and it can disentangle human appearance information \(z\) and spatial information \(y\) from an image. Let \(x\) be the input image, we can see the overall network below.
The generator is fed with the input image $x$ and the corresponding 2.5D pose map $y$, drawn from three-layer pose space we introduced before, $z$ is latent variable that represents appearance info. To preserve spatial information given by 2.5D pose map, we adopt U-net architecture, as the skip connections can propagate information from encoder to decoder directly without any loss.

As to appearance info $z$, we model $q(z|x, y)$ as a parametric Gaussian distribution according to (Rosca et al. [2017]) whose the parameters are estimated by an encoder network of VAE, as shown in Fig. 3.9. Appearance $Z$ is required to extract enough appearance information from the image without any spatial information, which means the encoder of VAE must be invariant to pose information. In this case, we can minimize the Kullback-Leibler divergence between $q(z|x, y)$ and $p(\hat{z}|y)$ which represents the distribution of latent variable of spatial information.
Figure 3.9: Model training.

\[
\text{loss function} = -KL(q(z|x,y)||p(\hat{z}|y)) + \text{perceptual loss} \ 
\]

To compare the generated image with the original image, we adopt the perceptual loss from Chen and Koltun [2017].

Generating images from semantic information is a problem with incomplete constraints. There are many kinds of images corresponding to the same semantic feature, so even in the training process, the researchers regard the images corresponding to the layout objects as reference images.

For training problems with incomplete constraints, we hope to find the most suitable loss function. If the model directly compares the reference image with the generated image from pixel-to-pixel, it will result in a great penalty for the sufficiently real content, such as when the color of the generated car is different which is actually unnecessary. So, we choose the method of content representation, or perceptual loss and feature matching, which corresponds to the feature matching activation in the visual network, thus maintaining enough distance from the low-level features of the reference image. The network architecture of our model is
Specifically, Chen and Koltun [2017] proposes a new way, using a VGG-19 image perception model, to extract image features from different layers which can be used to calculate training loss, thus the model contains both low-level fine-grained features such as edges and colors in image features and high-level overall layout features such as objects and categories, so as to construct a comprehensive and powerful loss function.

Let $\Phi$ be a trained visual perception network (we use VGG-19, Simonyan and Zisserman [2015]), layers in the network represent an image at increasing levels of abstraction: from edges and colors to objects and categories. By learning both fine-grained details and more
global part arrangement, this network is a good choice for measuring perceptual similarity.

\[
\text{perceptual similarity} = \sum_k \lambda_k \| \Phi_k(x) - \Phi_k(G(\hat{y}, z)) \|
\]  

(3.3)

By combining KL divergence equation (3.1) and reconstruction loss equation (3.2), we can formulate the final loss function as:

\[
\text{loss function} = -KL(q(z|x, y)||p(\tilde{z}|y)) + \sum_k \lambda_k \| \Phi_k(x) - \Phi_k(G(\hat{y}, z)) \|
\]  

(3.4)

where \( \lambda_k, k \) are hyper-parameters that control the contribution of the different layers of \( \Phi \) to the total loss, and \( G \) represents the decoder of our model that can generate new images.

### 3.4 Evaluation Metrics

![Figure 3.11: Deepfashion dataset samples.](image)

We test our model on two human datasets (DeepFashion and Human 3.6M) as shown
in Fig.3.11 and Fig.3.12, which contain person images with diverse poses. Since there is no depth labels in the DeepFashion dataset, we label more than 1,000 images to do the test. The images have a resolution of 256x256 pixels. Human 3.6M dataset uses 4 high-resolution motion capture cameras which are located in different corners to collect video at 50 Hz. With this motion capture system which records 3D coordinates of subjects, pose data is given with respect to a skeleton of 32 joints. We extract the images from the videos at 10 Hz, then match the images with the skeleton data in order to form about 10,000 pairs of input images with corresponding joints coordinates. Our model can achieve end-to-end training with Human 3.6M dataset.

![Figure 3.12: Human3.6M dataset samples.](image)

In general, there is no standard criterion that allows us to evaluate the generated images from the perspective of both structural fidelity and photorealism. But some perceptual
metrics are proposed recently and have widely used in human pose estimation fields and human image generation programs. The geometry of the generated images can be evaluated by perception correlated Structural Similarity metric (SSIM)(Wang et al. [2004]).

SSIM, which is called structural similarity index, is a measure of similarity between two images. The index was first proposed by Laboratory for Image and Video Engineering of the University of Texas at Austin. If the two images are original and reconstructed respectively, then SSIM algorithm can be used to evaluate the quality of the reconstructed image.

How SSIM characterizes the similarity:

\[
L(X, Y) = \frac{2\mu_X\mu_Y + C_1}{\mu_X^2 + \mu_Y^2 + C_1}
\]

\[
C(X, Y) = \frac{2\sigma_X\sigma_Y + C_2}{\sigma_X^2 + \sigma_Y^2 + C_2}
\]

\[
S(X, Y) = \frac{\sigma_{XY} + C_3}{\sigma_X\sigma_Y + C_3}
\]

(3.5)

\(\mu_X\) and \(\mu_Y\) represent the mean of the intensity values in image X and Y respectively, \(\sigma_X\) and \(\sigma_Y\) denote the corresponding standard deviations, \(\sigma_X^2\) and \(\sigma_Y^2\) represent the covariances, \(C1, C2\) and \(C3\) are constants to keep the denominator stable. Usually \(C1 = (K1*L)^2, C2 = (K2*L)^2, C3 = C2/2, K1 = 0.01, K2 = 0.03, L = 255\) (the dynamic range of pixel values). Finally, we have:

\[
SSIM(X, Y) = L(X, Y) * C(X, Y) * S(X, Y)
\]

(3.6)

So the structural similarity index defines the structural information as the attribute of the object structure which is independent of brightness and contrast in the scene, and the similarity loss is measured by the combination of brightness, contrast, and structure. The mean is used to estimate brightness, the standard deviation is used to estimate contrast, and the covariance is used to measure structural similarity.
Table 3.2: Evaluation metrics.

<table>
<thead>
<tr>
<th>method</th>
<th>DeepFashion</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>IS</td>
<td>SSIM</td>
</tr>
<tr>
<td></td>
<td>mean</td>
<td>std</td>
</tr>
<tr>
<td>real data</td>
<td>3.415</td>
<td>0.399</td>
</tr>
<tr>
<td>PG2 G1+D</td>
<td>3.091</td>
<td>-</td>
</tr>
<tr>
<td>PG2 G1+G2+D</td>
<td>3.090</td>
<td>-</td>
</tr>
<tr>
<td>ours</td>
<td>3.082</td>
<td>0.248</td>
</tr>
</tbody>
</table>

According to previous works, we also offer the results of Inception scores (IS)(Salimans et al. [2016]). Inception Score evaluates generated images from two aspects: 1. Whether the generated pictures are clear; 2. Whether the generated pictures are diverse. Even if the generated images are clear enough, we still need to see whether the model can generate enough diverse images. Some generative models can only generate a limited range of clear pictures, and fall into the so-called mode collapse. In Tab.3.2, we compare our method with Ma et al. [2017]. As a baseline for quantitative comparison, we use PG2(Ma et al. [2017]). PG2 does not report mask-based metrics on DeepFashion dataset. So, we use the available codes and network weights published by the authors to generate new images. On the DeepFashion dataset, our approach reports the highest performance over SSIM. Specifically, our SSIM mean value is higher than that obtained through PG2. But our method returns a slightly lower IS average value. However, as our method differs from others by trying to generate images that contain more spatial relationship information, these metrics cannot tell the difference from this aspect.
3.5 Generated Image Samples

In this section, we show some generated image samples to validate the impact of depth information on the qualitative results. Firstly, we test our model on DeepFashion dataset, to prove our 2.5D pose can deal with self-occlusion problems and help us easily distinguish the spatial relationships of the limbs. We draw two pairs of different 2.5D poses with the same 2D projections as the labels to guide the image generation process. With any other 2D pose guided methods, the generated images will be the same for sure. However, our model generates different new images with clear front-back relations of the limbs. In Fig. 3.12 and Fig. 3.13, we swap the front and back positions of the left and right legs in the target pose on purpose. In general, the methods proposed before cannot cope with this kind of limb crossover problems because of the lack of depth information. The generated images always look blurry or mixed in the self-occluded parts, as you can see in Fig. 3.11. However, our model that takes into account the depth information apparently obtains better performance.

Fig.3.14 and Fig.3.15 show how our model solves leg occlusion problems in generated
Figure 3.14: Our target poses consist of the same 2D pose maps and different depth information, Column 1 represents the input image, Row 2,3 represent the generated images after 2,000 iterations and 28,000 iterations, as you can see, we can easily tell the difference about the front back positions of the human leg even from the preliminary results, the self-occluded part is not blurry anymore, spatial relations can be easily distinguished.
Figure 3.15: Another example of 2.5D pose guided image generation, we set the right calf and thigh of the first pose as being occluded (-1) as opposite as the second pose, the generated images reflect the corresponding changes.
Figure 3.16: In this case, we swap the position of the right arms in the pose map – one is in the front of torso, and the other is occluded by the torso. The pictures we generated clearly illustrate this difference.

images. Furthermore, arms are often occluded by the torso in many human images, in Fig. 3.16, and we can see that our model can easily distinguish the spatial relations between arms and the torso, then generate corresponding target images.

With Human 3.6M dataset, our model can achieve better qualitative results, cause the 3D joints coordinates are collected by motion capture system instead of estimated by PAFs method. Also, we sample more than 10,000 images of 11 persons captured from 6 different surveillance cameras which are ideal for our training. The results are shown in Fig. 3.18
Figure 3.17: Other examples with DeepFashion dataset.
and Fig. 3.19, obviously, our model can accurately capture the appearance information and pose information, then achieve pose transfer. Spatial relations are very clear in all generated images, which justifies our hypothesis, that is depth information playing an important role in human image generation. We can generate more realistic looking images by using depth info reasonably.
Figure 3.19: Other examples on Human 3.6M dataset.
Chapter 4

Conclusion and future work

In this thesis, we propose a 2.5D pose guided human image generation method that integrates depth information with 2D poses. With Three-Layer Pose Space we present, our model can transfer 3D coordinates of human joints into a 2.5D skeleton map. Experiments show that our model can solve self-occlusion problems commonly happened in human image generation field, and generate new images containing more spatial information. Also, our model can achieve end-to-end training on datasets with 3D coordinates, such as Human 3.6M dataset.

The depth generative model has shown excellent performance in the field of image generation. However, because these models directly generate the target image without modeling the complex interaction between its intrinsic shape and appearance information, there will be performance degradation in space conversion. But, the variational U-net model we use in this paper can independently encode and sample the appearance information and pose information, so it can achieve accurate pose transfer. With the Three-Layer Pose Space we propose, the depth information can be added to help the model generate images from different viewpoints and under different self-occlusion conditions.

This paper proves that depth information can play an important role in human image generation. Even simplified depth information still has a great impact on the results. We be-
lieve this contribution can inspire image generation projects in other fields. The disadvantage is that the change and angle of human face are relatively separated from the human body structure. If we want to generate more realistic-looking images, the human face must be independently modeled and stitched, which is also one of the future improvement directions of our project.
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