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ABSTRACT 

 

 I have briefly analyzed how neural networks and inductive logic programming obtain 

knowledge from data items. And I found that the knowledge found by those methods on one dataset 

may cause problems when combined with the knowledge found on the other datasets, which means 

the knowledge is not robust enough. To mitigate this problem, I have proposed obtaining robust 

knowledge according to the definition of the global model in the model theory. Specifically, it 

finds mathematical logic rules from data items. The rules found from different datasets can be 

mixed and used correctly. Using the method proposed, I have further proposed methods to solve 

classification problems in three situations. The experiments show that the mathematical logical 

rules found have good performance even on small datasets, and they will not cause problems when 

combined with rules found on the other datasets. 
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CHAPTER 1 

INTRODUCTION 

After thousands of years of accumulation, humans have a lot of knowledge that can be 

recorded, such as mathematics. However, there is still much knowledge that humans do not 

understand yet. Fortunately, related data could be collected with the development of information 

technology. To extend human knowledge, methods of obtaining knowledge directly from data play 

a critical role. 

However, the data collected is always limited and targeted. Therefore, I hope that the knowledge 

obtained from the data is not specific to the data itself and can be mixed with knowledge obtained 

from other data without conflict. Such knowledge is called robust knowledge in this paper. 

Neural network (NN) is a method of obtaining knowledge from data, but the knowledge acquired 

has considerable pertinence, which is the reason for overfitting. In addition, combining the 

knowledge from NNs may yield conflicting results. Although NN’s using of deep features is very 

enlightening, it is not the best method for gaining robust knowledge. 

Except for NN, inductive logic programming (ILP) is also a possible approach. The knowledge 

acquired is in logic programs, which are Boolean expressions that can be explained easier than NN 

parameters. Because of the Boolean formation, the auxiliary predicates proposed by some ILP 

methods can conclude some problem-independent knowledge in solving specific tasks, which 

shows the robustness to some extent. However, the logic programs still cannot be mixed arbitrarily, 

just like NNs. Therefore, though ILP is better than NN, it is still not the desired method for getting 

robust knowledge. 
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To propose such a method, this paper proposes a method of finding mathematical logic rules based 

on model theory. Rules are found from data directly, and it can also be mixed without conflicts. 

To show the method can really work on toy and practical cases, experiments using the method to 

deal with classification problems in three situations are given and analyzed in detail, and sound 

results are also provided. 
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CHAPTER 2 

RELATED WORKS 

The purpose of finding robust knowledge is to allow an intelligent method to accumulate 

knowledge in processing different data. This requires that the knowledge found on old data can be 

used safely on new data. It is not to say that robust knowledge is omnipotent, but it is required to 

make correct judgments as much as possible. And when the knowledge is not suitable for making 

judgments, such knowledge just should not be used. 

This part will analyze the way NN and ILP acquire and utilize their knowledge, discover their 

disadvantages, and then suggest a way for amelioration. The related knowledge of model theory 

is closely related to the method proposed, and it is complicated, so I will make a more systematic 

introduction next as a separate part. 

 

2.1 – Knowledge In NN Models 

 

NNs store the knowledge in NN models (NN models only refer to the trained NNs), but 

they are not the minimal unit of knowledge, which means there is sub-knowledge in them. [2] 

analyzes the relation between the hidden nodes in convolution neural networks (CNNs) and input 

images. It finds that the hidden nodes in the second layer are activated largely by the parts which 

are consistent with our understanding of edges and corners in input images. However, recognizing 

edges and corners is clearly not only for a specific image recognition task, but a kind of general 

knowledge in all image-related tasks, so this NN model must contain sub-knowledge that could be 



 

4 

used to solve other problems. Corresponding research of transfer learning [7] and knowledge 

distillation [8, 9] also support this viewpoint.  

Experiments have shown that common sub-knowledge exists indeed, and it is helpful in training 

other NNs. Compared with not using such techniques, training NNs is slower, and the performance 

of trained NNs is worse. However, no matter whether using transfer learning or knowledge 

distillation, the knowledge in one NN model does not directly constitute the knowledge of another 

NN model, but is adjusted through optimization algorithms. The parameters of the transferred 

model are different from the transferring model, and current research is not able to show which 

knowledge has been transferred and which has not. From this perspective, although NN models do 

contain sub-knowledge, this sub-knowledge only supports the model-level transferring. If we want 

to mix the knowledge in NN models, we have no choice but to mix different NN models directly, 

and collect them in a set. Even so, since NN models are trained for highly specific tasks, we cannot 

perform the endless accumulation of every tiny task. [3, 7] also give some supports, they point out 

that with the deepening of NNs, hidden layer nodes become closer and closer to the training data.  

In addition, the input space of NNs is often very large, for example, ResNet-18 [17] accepts all 

inputs with the size 224 × 224. If the input is an RGB image, there are 256!!"×!!"×$ possibilities 

in total, but at present, it is hard that some datasets have such many data items. What’s more, 

according to the explanation in [3, 7], at the last few layers of a NN, the meaning of the hidden 

nodes is very close to the training data, so for other possible inputs in the input space, even though 

the size of them meets the requirements, the activated results of hidden nodes are not meaningful.  

As a result, even we are able to collect different NN models, if they have the same input size 

(which is common), we still need to make it clear to which NN model an input should be 

forwarded. This is simple for human intelligence, but for artificial intelligence, it is much harder. 
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Additionally, in the research on the input sensitivity of NNs [4], some specific input content may 

have a greater impact on the optimization. [5] analyzes two NN models for recognizing emails, 

the mainly focused content of one model is consistent with human understanding, but the other 

model is apparently using unrelated parts, though these two models have close performance. Here, 

I take the degree of human’s understanding of the knowledge into account, since if we want to 

separate sub-knowledge in NN models when such knowledge cannot be understood by people, we 

cannot find a way to use them. However, in the analysis of [2], although humans can understand 

the meaning of the hidden nodes in the first few layers of a CNN model, we cannot take them off 

the NN models as independent sub-knowledge. Since [6] also points out that there are lots of 

focused input parts that are not consistent with human understanding heavily affects the 

performance. [6] shows, in an example of an image classification task, by modifying an image that 

cannot be distinguished by the human eyes on those parts, the judgment of a NN model will be 

distorted or even manipulated. Therefore, even if we think that some hidden nodes are consistent 

with our cognition, we do not know what role they actually play in making judgments. 

Since we cannot obtain sub-knowledge by separating certain parameters, some studies hope to 

summarize logic rules from NN models [15]. Compared with parameters, logic rules apparently 

have higher interpretability, and rules from different data can be naturally mixed, just like 

combining rules from different knowledge bases in classical symbolic artificial intelligence 

approaches. However, compared with training NN models first and then extracting rules, ILP [1] 

is a more direct method. 
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2.2 – Knowledge Obtained By ILP Methods  

 

ILP is also a symbolic artificial intelligence method. After providing background 

knowledge, positive and negative examples in a formal language, it can draw logic programs that 

entail all positive examples while entailing no negative examples.  

Logic programs are usually represented in horn clauses with the form 𝐻:−𝐵%, 𝐵!, … , 𝐵&, in which 

𝐻 is called the head, and 𝐵' , 𝑖 ∈ [1,2, … , 𝑛] are in a conjunctive relationship, which is called the 

body. The whole horn clause can also be translated into a well-formed formula (wff) with → as the 

main connective like 𝐵%&𝐵!&…&𝐵& → 𝐻. A logic program represents that if the background 

knowledge given entails all 𝐵' , 𝑖 ∈ [1,2, … , 𝑛] in the body, then the background knowledge should 

also entail 𝐻 in the head, which is just like an “if … then …” conditional description.  

When there are multiple logic programs found, bodies of them may overlap. To make programs 

look concise, some ILP approaches propose the auxiliary predicates to represent these overlapping 

parts [10, 11, 12]. These predicates are exactly the sub-knowledge mentioned before. But such 

sub-knowledge is not robust enough. In the research of model theory [14], mathematical logic rules 

are introduced. Examining their formation will help find the reason why they are not robust.  

 

(Argument) An argument is expressed as 𝐻 ⊢ 𝐶, where 𝐻 stands for the hypothesis and 

𝐶 stands for the conclusion. 𝐻 may contain multiple wffs (well-formed formulas), and 𝐶 

contains only one wff.  

(Mathematical logic rule) A rule is expressed as 𝑅 = 𝐼/𝑂, where 𝐼 represents the premise 

of the rule, also called the input; 𝑂 represents the result of the rule, also called the output, 
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both of which are arguments. The premise can contain multiple arguments, but the result 

has only one argument. 

 

The most general mathematical logic rule has the following form. 

 

𝐻% ⊢ 𝐼%
⋮

𝐻& ⊢ 𝐼&
𝐻&(% ⊢ 𝑂

	 

 

In which 𝐻' , 𝑖 ∈ [1,2, … , 𝑛, 𝑛 + 1] contains any number of wffs, but 𝐼, 𝑖 ∈ [1,2, … , 𝑛] and 𝑂 can 

only contain one wff. 𝐻' ⊢ 𝐼' , 𝑖 ∈ [1,2, … , 𝑛] and 𝐻&(% ⊢ 𝑂  are called arguments, in which 𝐻' 

stands for the hypothesis and 𝐼' stands for the conclusion.  

When an argument is satisfied, if all wffs in the hypothesis are entailed, then the wff in the 

conclusion should also be entailed. And when a rule can be used, if all arguments in the premise 

are satisfied, then the argument in the result should also be satisfied. We can see there are two “if 

… then …” descriptions. Compared with logic programs, the additional “if … then …” description 

is for arguments, describing whether a rule should be used. For example, when we talk about red 

apples, we may say “when if an apple is a kind of fruit, then it is red if red is a kind of color.” The 

“color” and “fruit” here are for the additional “if … then …” descriptions of “red” and “apple.” 

But usually, we just say “a red apple is red” since we all agree that apple is a kind of fruit and red 

is a kind of color. Since these additional conditionals are all satisfied by default, they will not affect 

using the rules, and so we could just ignore them. In this way, mathematical logic rules could be 

viewed as logic programs, if 𝐼' , 𝑖 = 1,2, … , 𝑛 and 𝑂 are all positive literals. But even so, finding 

mathematical logical rules is still different from ILP since only data items (not the expert data) 
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will be used in finding these rules. Except for that, these data items only work as the “positive 

examples” in ILP, and no “negative examples” will be referred to. 

 

𝐻% ⊢ 𝐼%
⋮

𝐻& ⊢ 𝐼&
𝐻&(% ⊢ 𝑂

⇒ 𝑂:−𝐼%, 𝐼!, … , 𝐼&
 

 

As said before, auxiliary predicates conclude the sub-knowledge in data. Naturally, we may use 

auxiliary predicates found in one task to similar tasks. It seems reasonable, but when discussed 

seriously in the domain of mathematical logic rules, problems arise. 

For example, a logic program is found in one dataset when the hypothesis 𝐻% is satisfied, but this 

logic program is going to be used in another dataset when the hypothesis 𝐻! is satisfied. 

 

𝐻% ⊢ 𝐵%&𝐵!&⋯&𝐵&
𝐻! ⊢ 𝐵%&𝐵!&⋯&𝐵& → 𝐻

?	⊢ 𝐻  

 

Though it is still possible 𝐻% and 𝐻! could be satisfied at the same time, clearly it needs further 

explanation, since this does not happen by default. To make it clear, we must define the hypothesis 

of each argument in mathematical logic rules, which will be discussed in detail in the following 

parts of this paper. 
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CHAPTER 3 

MODEL THEORY BACKGROUND KNOWLEDGE 

The research of model theory discussed in this paper is mainly about model theory of 

propositional logic. Therefore, if we want to apply it to data, the data needs to be binary to have a 

logical meaning. This could be the result of preprocessing, such as binarizing an image, or the data 

itself could have logical meaning by itself. Therefore, we take the binary dataset as an analogy of 

the atomic model to enable the analysis, and this will be called the analogy between atomic models 

and datasets. 

 

(Valuation): a valuation is any function from the set of wffs of 𝐿 (the language of the 

logical system) to the set {𝑡, 𝑓} of truth-values such that it assigns 𝑓 to at least one wff. If 

a truth-value assignment only defines truth-values for atomic wffs, this truth-value 

assignment is called an atomic valuation. 

(Model) A model is a set of valuations. When there are only atomic valuations inside, the 

model is called an atomic model. 

(The analogy between atomic models and datasets) Assume we are given a dataset 

having only binary attributes. Each binary attribute is viewed as an atomic wff, and each 

data sample in the dataset is viewed as an atomic valuation by assigning the value true to 

those binary attributes which appear in the dataset and false otherwise, and then this dataset 

is viewed as an atomic model. 
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This part will show some relevant background knowledge of model theory and further propose the 

analogy between mathematical logic rules and knowledge. As the name suggests, this analogy 

finds rules as the knowledge of data. If we think that knowledge should at least be correct on the 

data, then the rules should also at least be correct on the model based on the analogy between 

atomic models and datasets. Discussing whether the knowledge is correct on data is relatively 

conceptual, but discussing whether rules are correct on models is much more formal, which is 

introduced in model of rules. Part 3.1 will introduce three formal definitions of model of rules 

(model of rules is different from model), namely deductive model, local model, and global model. 

In the end, I will show that the global model is the desired definition. 

Model of rules discusses whether a set of rules will take a model (a set of valuations) as a global 

model, but since such a definition is a necessary and sufficient condition, it also describes to which 

rules a model will become a global model, which is not mentioned explicitly in [14]. To this point, 

I will introduce the definition of global rule and the analogy between mathematical logic rules and 

knowledge in Part 3.2. 

 

3.1 – Model Of Rules 

 

When talking about a model of a wff, we only need to check whether all valuations in a 

model assign the wff the truth-value of 𝑡, which is an enumerative way of checking. But when 

considering the model of rules, rules, as an inference system, will generate new wffs infinitely. For 

example, if I only have one wff 𝐴, and (& Introduction) as the only rule at the beginning, it will 

automatically take the new wff 𝐴&𝐴, (𝐴&𝐴)&𝐴, 𝑒𝑡𝑐. into account. 
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(&	𝐼𝑛𝑡𝑟𝑜𝑑𝑢𝑐𝑡𝑖𝑜𝑛)

𝐻 ⊢ 𝑝
𝐻 ⊢ 𝑞
𝐻 ⊢ 𝑝&𝑞 

 

Therefore, endless new wffs are generated when considering model of rules, so we also need some 

methods assigning newly generated wffs truth-values.  

Using truth tables is a good method. It is a necessary and sufficient condition for a wff to be 

assigned true or false, therefore no wffs have no or two truth-values. Such a condition determining 

the unique truth-value of each possible wff in a formal language is called a property. In addition 

to classical truth tables, there are many other properties, which will be discussed later. 

 

(Property of 𝒑 on 𝑽) Given 𝑝 is a wff and 𝑉 is a model, a property of 𝑝 is a necessary and 

sufficient condition for 𝑝 to be assigned 𝑡 or 𝑓 on 𝑉, so that the wff 𝑝 must have one and 

only one truth-value. 

 

Now we have a syntactic side, which is an inference system generating wffs, and we also have a 

semantic side assigning new truth-values based on truth-values (such as the truth-value of 𝑡&𝑡 is 

𝑡). But when discussing merely on the syntactic side, we will not need to discuss the truth-values 

of wffs, and when discussing the property merely, the Boolean expressions of wffs do not play a 

critical role. So, these two sides are separate. To attach truth-values to wffs and thus link these two 

sides, the idea of a model of rules is introduced. 

However, when the truth-value of a wff is determined by a model of rules, its truth-values could 

also be determined by the semantic side. For example, consider the property “if a certain wff can 

be obtained by natural deduction, then its truth-value is 𝑡 .” Suppose 𝑝  and 𝑞  are two atomic 
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proposition symbols, since both 𝑝 → 𝑝 and	𝑞 → 𝑞 could be obtained by natural deduction (see the 

appendix for more details), their truth-values are 𝑡  according to the property. And since 

(𝑝 → 𝑝)&(𝑞 → 𝑞) is also derivable, its truth-value is 𝑡 as well. On the other hand, if the classical 

truth table of & is used, the truth-value of (𝑝 → 𝑝)&(𝑞 → 𝑞) is also determined by the truth-table 

according to the truth-values of 𝑝 → 𝑝 and	𝑞 → 𝑞.  

Here, we are fortunate enough that the truth-values of (𝑝 → 𝑝)&(𝑞 → 𝑞) from the property and 

from the truth table are the same. But this is not guaranteed when using other properties or 

definitions of model of rules. Such as, following the previous property definition, the truth-value 

of 𝑝 is 𝑓 since it is not derivable, and the truth-value of 𝑝 → 𝑝 is 𝑡 since it is derivable. As a result, 

the following row of a truth table of → could be concluded, which is consistent with the classical 

truth-table of →. 

Table 1: A row of the truth table defined by the definition of deductive model 

𝑣(𝑝) 𝑣(𝑝) 𝑣(𝑝 → 𝑝) 

𝑓 𝑓 𝑡 

 

But since 𝑞  and 𝑝 → 𝑞  are not derivable, the truth-values of them are both 𝑓 , which yields a 

controversial row. 

Table 2: Another row of the truth table defined by the definition of deductive model 

𝑣(𝑝) 𝑣(𝑞) 𝑣(𝑝 → 𝑞) 

𝑓 𝑓 𝑓 
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The above definition of the model of rules is called deductive model, which contains the following 

definitions: 

 

(Satisfaction of an argument): a valuation 𝑣  satisfies argument 𝐻/𝐶  iff whenever 𝑣 

assigns 𝑡 to all members of 𝐻, 𝑣 assigns t to 𝐶; if 𝑣 assigns 𝑓 to any members of 𝐻, 𝐻/𝐶 

is satisfied vacuously. 

(𝑽-valid): an argument is 𝑉-valid iff it is satisfied by every valuation in 𝑉. 

(Deductive model): 𝑉 is a deductive model of a rule iff the provable arguments of this rule 

are all 𝑉-valid. 

 

As the example of the truth table of → shown, this definition is a bit brute force, which makes it 

not necessarily functional. 

 

(Functionality) If a model’s definition of the truth-value of wffs can make an atomic 

valuation uniquely correspond to an extended valuation, the model is said to be functional.  

 

Therefore, deductive model fails to define a functional property, which means the calculation of 

truth-value is weaker than logical reasoning. Even if a wff can be obtained through natural 

deduction, we might get controversial truth-values. On the other hand, another definition which is 

called local model is defined as the following. 

 

(Valuation 𝐯 satisfies rule 𝑹) 𝑣 satisfies rule 𝑅 iff if 𝑣 satisfies the inputs of R, then v 

satisfies the output of R. 
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(Local model of a rule) V is a local model of a rule R iff every member of V satisfies R. 

Consider the two connective rules of →: 

 

(→ 𝐼𝑛𝑡𝑟𝑜𝑑𝑢𝑐𝑡𝑖𝑜𝑛)
𝐻, 𝑝 ⊢ 𝑞
𝐻 ⊢ 𝑝 → 𝑞 (→ 𝐸𝑙𝑖𝑚𝑖𝑛𝑎𝑡𝑖𝑜𝑛)

𝐻 ⊢ 𝑝
𝐻 ⊢ 𝑝 → 𝑞
𝐻 ⊢ 𝑞

 

 

Suppose 𝐻  is satisfied and a valuation 𝑣  assigns false to 𝑝  and 𝑞 , namely 𝑣(𝑝) = 𝑣(𝑞) = 𝑓 . 

According to the local definition, the premise of the input of (→ 𝐼𝑛𝑡𝑟𝑜𝑑𝑢𝑐𝑡𝑖𝑜𝑛) is vacuously 

satisfied, so the rule is also satisfied, therefore 𝑣(𝑝 → 𝑞) = 𝑡, which is consistent with the classical 

truth table of →. In fact, not only this row of the truth table, the other three rows are also consistent 

with the classical one, which is proved in [14, p37, Local Expression Theorem]. Hence, a local 

model of the two connective rules of → must fix the classical truth table of →.  

However, local model also has a problem, which can be found in Peirce’s Law ((𝐴 → 𝐵) → 𝐴) →

𝐴 . This wff cannot be obtained by natural deduction using only (→  Introduction) and (→ 

Elimination) but its truth-value could be defined by local model of these two rules [14, p37, 3.2]. 

In another word, under the definition of local model, logical reasoning is weaker than truth-value 

calculation. 

To mitigate the shortcomings of the above two definitions, while retaining their advantages, we 

introduce the definition of global model, which is defined as follows: 

 

(Preserve validity) a rule preserves validity iff whenever the inputs of 𝑅 are all 𝑉-valid, 

the output is also 𝑉-valid. 

(Global model of a rule) 𝑉 is a global model of a rule iff the rule preserves validity. 
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(Global model of a set of rules) 𝑉 is a global model of a set of rules iff 𝑉 is a global model 

of all rules. 

 

Although the claim is not without its controversial side, Garson effectively argues in [14] that the 

notion of global model achieves the best, because most natural, matching of syntactic and semantic 

capacities. Since we will be focusing on global models exclusively in the following discussion, at 

this point I will refer simply to “models,” understanding always that global models are meant. 

 

3.2 – Global Rules 

 

Part 3.1 introduces the reason for choosing the global model as the right definition for 

bridging the semantic and syntactic side. This part will explain why we need to bridge them and 

make sure they work “harmoniously.”  

An atomic model can be extended using properties, and the extended model will have the property 

directly. For example, “𝑣(𝑝&𝑞) = 𝑡 iff 𝑣(𝑝) = 𝑡 and 𝑣(𝑞) = 𝑡” is one property, and it is not just 

a property for a specific wff whose Boolean representation is 𝑝&𝑞, it is a property schema in which 

𝑝, 𝑞 could be substituted for any wffs. Therefore, it is a property that holds in all possible models 

in the langue of propositional logic without ∨ as a connective and where ~𝑝 is defined as 𝑝 →⊥ 

and where 𝑝 ↔ 𝑞 is defined as (𝑝 → 𝑞)&(𝑞 → 𝑝). The expansion is endless and all wffs with & 

as the main connective are assigned a truth-value following the property. Note that here the 

description of the language is unusual. Further explanations will be given in the following 

discussion. And since we will be focusing on the mentioned language exclusively in this paper, I 

will call the language at issue simply “this language” or “the language.”  
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Including “𝑣(𝑝&𝑞) = 𝑡 iff 𝑣(𝑝) = 𝑡 and 𝑣(𝑞) = 𝑡,” there is a compound property ‖𝑆𝐼‖ defined 

as follows: 

 

‖⊥‖: 𝑣(⊥) = 𝑓 

‖&‖: (𝐴&𝐵) = 𝑡  iff 𝑣(𝐴) = 𝑡 and 𝑣(𝐵) = 𝑡 

‖→‖: 𝑣(𝐴 → 𝐵) = 𝑡 iff for all 𝑣′ in 𝑉, if 𝑣 ≤ 𝑣′, then 𝑣′(𝐴) = 𝑓 or 𝑣′(𝐵) = 𝑡 

‖↔‖: 𝑣(𝐴 ↔ 𝐵) = 𝑡 iff for all 𝑣′ in 𝑉, if 𝑣 ≤ 𝑣′, then 𝑣′(𝐴) = 𝑣′(𝐵) 

‖¬‖: 𝑣(~𝐴) = 𝑡 iff for all 𝑣′ in 𝑉, if 𝑣 ≤ 𝑣′, then 𝑣′(𝐴) = 𝑓 

‖≤‖: 𝑣 ≤ 𝑣′ iff for all wffs 𝑝 in 𝐴)*++, if 𝑣(𝑝) = 𝑡, then 𝑣′(𝑝) = 𝑡 

 

Correspondingly, as the semantic side, its paired syntactical side according to the global definition 

of model of rules is an inference system 𝑆𝐼  including the following rules: (hypothesis), 

(weakening) (restricted cut), (& introduction), (& elimination), (→ introduction), (→ elimination), 

(↔ introduction), (↔ elimination), (~ introduction) and (~ elimination) [14, p35]. You can also 

check the appendix to have a quick glance. 

Note that except for ‖⊥‖  and ‖&‖ , other properties in ‖𝑆𝐼‖  are largely different from the 

corresponding classical truth tables, and it does not have any property pertaining to ∨. This is 

because after choosing the global model as the definition of model of rules, such properties are 

designed specifically [14, p79, 𝑆𝐼 Theorem]. If I want to add connective rules for ∨, or to define 

~  and ↔  as independent connectives, the corresponding properties will become much more 

complicated. Therefore, for simplicity, I do not include these rules in the discussion of this paper. 

Using the property ‖𝑆𝐼‖, we could extend an atomic model, namely 𝑉,-./'0, to a model 𝑉 of the 

full propositional algebra 𝐴) generated from the atomics in group 𝐴 (i.e., all formulas generated 
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recursively from the atomics by using rule formation for whatever logical connectives are available 

in 𝑆𝐼.) The extension described above, and its uniqueness are guaranteed by the 𝑆𝐼 Theorem: 

 

(𝐒𝐈 Theorem) ‖𝑆𝐼‖ is a functional natural semantics for 𝑆𝐼. [14, p79, 𝑆𝐼 Theorem] 

 

Discussing more details here, and in particular what a functional natural semantics consists in, is 

not helpful in explaining the method, so I will just use a part of the conclusion of the 𝑆𝐼 Theorem, 

that this theorem assures 𝑆𝐼 globally expresses ‖𝑆𝐼‖. The reader who wishes to understand the full 

sense of the theorem may consult the original text cited above. Since from here on I will only be 

concerned with global expression, as an abbreviation, I will use “express” instead of “globally 

express” in the following discussion. 

Therefore, 𝑆𝐼 will take this extended model 𝑉 as a global model. In fact, not only this model, but 

for any possible models in this language, if the model obeys ‖𝑆𝐼‖, it is a global model of 𝑆𝐼, and 

vice versa.  

 

(Global expression) A system 𝑆 globally expresses property 𝑃 iff for all models 𝑉 for a 

language 𝐿 for 𝑆, 𝑉 is a global model of the rules of 𝑆 exactly when 𝑉 obeys 𝑃. 

 

This provides a way of judging whether a model obeys ‖𝑆𝐼‖ without referring to ‖𝑆𝐼‖ itself 

directly. Here, it seems it is not meaningful since ‖𝑆𝐼‖ is already explicitly represented. But when 

the properties are difficult or impossible to represent explicitly, the importance of the above 

method will become apparent.  
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The above discussion pertains to all possible models in the language, but when a model containing 

only a few valuations is considered, other properties may also be expressed in addition to ‖𝑆𝐼‖. 

For example, consider a model 𝑉-.1 with only four valuations (since ‖𝑆𝐼‖ is functional by the 𝑆𝐼 

Theorem, 𝑉-.1 can be represented by its corresponding atomic model). 

Table 3: The atomic model of 𝑉!"# 

# 𝐴 𝐵 𝐶 𝐷 

1 𝑡 𝑡 𝑡 𝑡 

2 𝑡 𝑡 𝑡 𝑡 

 

In addition to ‖𝑆𝐼‖, such a model also expresses the property l𝑉-.1l that is “𝑣(𝐴) = 𝑡 iff 𝑣(𝐵) =

𝑡.” It is definitely not the case on an arbitrary model in this language. 

It seems that a property expressed only on a single model in a language is not meaningful. 

However, this is not a problem when the analogy between atomic models and the datasets is 

considered. First, when the models are analogies for datasets, a valuation represents a data sample. 

In collecting a dataset, some data samples will simply never appear due to the source of data, and 

so neither will their corresponding valuations. For example, consider a dataset about apples, and 

suppose one attribute “made of iron” is used. Such an attribute will clearly be false in all data 

samples, which means the valuations with the atomic wff corresponding to this attribute being true 

will never appear. We now introduce some definitions to aid in discussion. 

 

(Concept of people) A concept 𝑐𝑝 is a way of thinking agreed upon by a few people. For 

this group of people, if they encounter something, they will draw the same conclusion of 𝑡 

or 𝑓 that whether this thing follows 𝑐𝑝 or not. 
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For example, red apples follow the concept of “apples” and oranges do not follow this concept in 

human knowledge. Note that the “people” in the definition is very important since different people 

might have completely different concepts. But in this paper, there is a hypothesis that the group of 

people who hold the concept is fixed, or we can also say the group is not fixed, but the concept is 

shared in all possible groups of people, just like the so-called the commonsense. Therefore, as an 

abbreviation, I will simply call it “concept”. 

Concepts could be used as attributes to collect data.  

 

(Attributes used to collect data samples) A set 𝐴𝑡𝑡𝑟 is a set of concepts (also called 

attributes when they are used to collect data samples) used to turn things encountered into 

data samples.  

 

For example, a set 𝐴𝑡𝑡𝑟-.1 has in it three concepts, namely “is apple,” “shape is round” and “color 

is red.” Use 𝐴𝑡𝑡𝑟-.1  to turn a red apple instance encountered into a data sample, it will be 

represented as an atomic valuation as the following. 

Table 4: A recorded atomic valuation 

# 𝑖𝑠	𝑎𝑝𝑝𝑙𝑒 𝑠ℎ𝑎𝑝𝑒	𝑖𝑠	𝑟𝑜𝑢𝑛𝑑 𝑐𝑜𝑙𝑜𝑟	𝑖𝑠	𝑟𝑒𝑑 

1 𝑡 𝑡 𝑡 

 

Correspondingly, if we use 𝐴𝑡𝑡𝑟-.1 to turn a few apple instances into atomic valuations, we will 

get an atomic model.  

In collecting data samples, we usually have a purpose, such as 𝐴𝑡𝑡𝑟-.1, which is used to collect 

apples. Such a concept is called the main concept, namely 𝑐𝑝. Including 𝑐𝑝, according to the 
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attributes used, as said, some valuations will never appear. For those valuations that will appear, I 

will call them possibly-collected valuations of 𝑐𝑝, and a corresponding set containing all such 

valuations is called 𝑊02. Similarly, we could have possibly-collected models of 𝑐𝑝, and each of 

them is called 𝑊'. Note that all possibly-collected valuations are also extended by ‖𝑆𝐼‖, but since 

‖𝑆𝐼‖ is functional, they are only represented in an atomic format. In another word, we take all 

valuations in 𝑊02 to be extended in the unique way from the corresponding atomic valuations. 

Therefore, even though we cannot really collect the truth-value assignments for all compound wffs, 

they are still called possibly-collected valuations. 

Specifically, in this paper, we are going to collect data for machines to solve classification 

problems, and the attribute to be classified should always be for the purpose of collecting data. So, 

I will just call them possibly-collected valuations instead of possibly-collected valuations of 𝑐𝑝 

for simplicity, and analogously for the possibly-collected models of 𝑐𝑝.  

 

(Possibly-collected model of a concept) Take any subset of the valuations in 𝑊02 to form 

a model 𝑊', which is called a possibly-collected model. A set which contains all possibly-

collected models is called 𝑊.  

 

Note that 𝑊  is a set of models, and it is NOT a set of valuations. However, 𝑊02  is a set of 

valuations. Since there might be some atomic valuations that will never appear and 𝑊' contains 

extended valuations, we might be able to get some other properties, just like finding l𝑉-.1l in 

𝑉-.1. 
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(‖𝑷𝒊‖ of 𝒄𝒑 on 𝑾𝒊) Consider an arbitrary model 𝑊', it is possible to express properties of 

the main concept other than ‖𝑆𝐼‖, namely expressing ‖𝑃'‖. Specially, since 𝑊02 contains 

all possibly-collected valuations, it expresses the most general property ‖𝑃‖ which holds 

for all possibly-collected models. 

 

We collect data samples for machines to find such properties. Whenever possible, we do not want 

to challenge machines. As a result, we prefer easier ways for machines to get these properties so 

that we are willing to take whatever measures are necessary to get appropriate data samples. 

Though it is still not guaranteed that desired properties could be found even in such appropriate 

datasets, we will make efforts to approach this purpose. Since we are willing to let the machine 

know how to act in an easy way, I will assume that such a property ‖𝑃'‖ always exists.  

But this does not mean these properties necessarily follow our thinking. Suppose we use the 

attribute “made of iron” to collect some apple instances, since this attribute is always assigned 𝑓, 

we can get a property “𝑣(𝑎𝑝𝑝𝑙𝑒) = 𝑡 iff 𝑣(𝑚𝑎𝑑𝑒	𝑜𝑓	𝑖𝑟𝑜𝑛) = 𝑓.” This is correct on this dataset, 

but clearly, it is not consistent with our cognition. We know there are many other things made of 

iron that are not apples, but since these things are not reflected on this dataset, I think the property 

“𝑣(𝑎𝑝𝑝𝑙𝑒) = 𝑡 iff 𝑣(𝑚𝑎𝑑𝑒	𝑜𝑓	𝑖𝑟𝑜𝑛) = 𝑓” found is also okay. This is inevitable since we cannot 

typically collect an extremely comprehensive dataset like an encyclopedia for machines to learn. 

Now properties ‖𝑃'‖ are expected to exist, but it is not usually easy to get them. We have no idea 

of their formal representations, and we even do not know how many properties a dataset can 

express. Although we can give some examples to show their existence, we cannot find a systematic 

way to get all of them. However, since we are going to solve classification problems, it is not 

necessary to know what properties the dataset expresses, we only need to judge whether the testing 
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data has the same property of the main concept as the training data. Naturally, we are going to ask 

whether we can imitate the 𝑆𝐼 Theorem to judge its existence indirectly? The answer is yes.  

In the most general case when we get the model 𝑊02  which contains all possibly-collected 

valuations, the most common property ‖𝑃‖ is assumed to exist. What’s next is to find some rules 

that take 𝑊02 as a global model, so we can use them to judge whether a model in 𝑊 express the 

property. To create such rules, the following definitions are built. 

 

(Constant true wff) Let 𝑉 be a set of full valuations, and consider a wff 𝑝, if 𝑣(𝑝) = 𝑡 for 

all 𝑣 ∈ 𝑉, we say 𝑝 is a constant-valid wff on 𝑉. 

(Constant false wff) Let 𝑉 be a set of full valuations, and consider a wff 𝑝, if 𝑣(𝑝) = 𝑓 

for all 𝑣 ∈ 𝑉, we say 𝑝 is a constant-invalid wff on 𝑉. 

(Variable wff) Let 𝑉 be a set of full valuations, and consider a wff 𝑝, if 𝑣(𝑝) = 𝑡 for some 

𝑣 ∈ 𝑉, and if 𝑣′(𝑝) = 𝑓 for some other 𝑣′ ∈ 𝑉, we say 𝑝 is a variable wff on 𝑉. 

(Additional rule) Let 𝑅 = 𝐼/𝑂 be a rule with at least one input argument and only one 

output argument. If this rule is not a rule in 𝑆𝐼, and if whenever its input argument is valid 

on a model 𝑉, then so is its output argument, we say this rule is an additional rule on 𝑉. 

 

For example, in 𝑉-.1, there are three atomic constant true wffs: 𝐴, 𝐵, 𝐷. Therefore, the following 

arguments are 𝑉-.1-valid: 𝐷 ⊢ 𝐴, 𝐷 ⊢ 𝐵. Take 𝐷 ⊢ 𝐴 as the premise of the rule and 𝐷 ⊢ 𝐵 as the 

result, an additional rule 𝑅-.1 is found: 

 

𝑅-.1 =
𝐷 ⊢ 𝐴
𝐷 ⊢ 𝐵 
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We can create some additional rules on 𝑉 based on the following Algorithm I. 

 

(Algorithm I) This algorithm is used to generate additional rules. We follow the steps: 

1. Choose one or more constant true wffs on 𝑉 to form the hypothesis 𝐻' of an argument, and 

then choose a constant true wff on 𝑉 as the conclusion 𝐼' of this argument, then an argument 

𝐻' ⊢ 𝐼' if is found. For an arbitrary valuation 𝑣 ∈ 𝑉, all the wffs in 𝐻' are assigned 𝑡𝑟𝑢𝑒, and 

the wff in	𝐼' is also assigned 𝑡𝑟𝑢𝑒, therefore, the argument 𝐻' ⊢ 𝐼' is satisfied by all valuations 

𝑣 ∈ 𝑉, which means that the argument 𝐻' ⊢ 𝐼' is 𝑉-valid.  

2. Find such 𝑉-valid arguments, use any of them as the premise 𝐼 of a rule, and use an argument 

that is different from what is used to constitute the input as the conclusion 𝑂 of a rule, and then 

one rule 𝐼/𝑂 is found. If this rule is not a rule in 𝑆𝐼, since 𝐼 is valid and so is 𝑂, this rule is an 

additional rule on 𝑉. 

 

Including such additional rules found and rules in 𝑆𝐼, a set of global rules is created. All global 

rules form an inference system 𝑆4. 

 

(Global rules) Take a rule 𝑅 = 𝐼/𝑂, if this rule is from 𝑆𝐼 or this rule is an additional rule 

on 𝑉, we say 𝑅 is a global rule on 𝑉. All global rules form an inference system 𝑆4. 

 

In the analogy between atomic models and datasets, the following proposition holds: For any 

model in 𝑊, a model is a global model of 𝑆4 iff it obeys ‖𝑃‖ (as defined with respect to 𝑐𝑝 above). 

The description is straightforward, since the additional rules are designed to make every model in 

𝑊 become its global model, and because of the ‖𝑆𝐼‖ Theorem, the model in 𝑊 is also the global 
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model of 𝑆𝐼. Therefore, all models in 𝑊 must be global models of 𝑆4. On the other hand, ‖𝑃‖	is 

defined as the most general property, so every model in 𝑊 should express ‖𝑃‖. This shows one 

direction of the description. 

Since all models encountered must be in 𝑊 as the analogy defines and ‖𝑃‖ is the most general 

property, every model in 𝑊 must express ‖𝑃‖, and since the additional rules are designed to make 

every model in 𝑊 become its global model, these models in 𝑊 must be global models of 𝑆4. This 

shows the other direction of the be-implication. 

Simply speaking, one direction of the proof is by definition, and the other direction is by deliberate 

design.  

Strictly, we are talking about rules on an arbitrary 𝑊' in 𝑊, so we do not need to specify what ‖𝑃‖ 

is explicitly. We only need to judge whether a model is 𝑆4’s global model, and then I can judge 

whether this model obeys ‖𝑃‖ or not. Although this proposition looks very similar to the ‖𝑆𝐼‖ 

Theorem, there is the main difference that the	‖𝑆𝐼‖ Theorem applies to all models in the language, 

but this proposition only applies to models in 𝑊. 

 

(The analogy between mathematical logic rules and knowledge) Given a dataset and 

the analogy between the atomic model and the dataset, the knowledge on the dataset is 

viewed as global rules of the model corresponding to the dataset. 

 

Though 𝑊  can be much smaller than a set including all possible models in the language, 

considering collecting a dataset like 𝑊 is still a bit too ambitious. Even if 𝑊 only contains those 

models that will appear, it is typically still too rich compared to the data that can be really recorded 

by us. For example, under the main concept 𝑐𝑝, suppose a set {𝐴} with one hundred concepts is 
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used, then there are 1.26e30 possible valuations. Say 1.26e10 valuations are recorded, there are 

still too many valuations. Perhaps we can only really collect 1.26e5 of them. What’s more, once 

we know what 𝑊 is, there is no need for us to judge whether a model is a global model of 𝑆4. We 

can simply check whether this model is a member of 𝑊. That is to say, it is hard and impossible 

for us to get 𝑊, and therefore, I hope that when only a part of 𝑊 is obtained, namely 𝑊5, some 

rules in 𝑆4 can still be discovered. 

It is clear that the property on the model that contains the greatest number of valuations in 𝑊5 

(namely ‖𝑃5‖) is only a special case of ‖𝑃‖, so the global rule which takes all members in 𝑊5 as 

the global model (namely 𝑆45) does not necessarily take all members in 𝑊 as global models as 

well. However, in contrast, 𝑆4, which takes all members in 𝑊 as global models, must also take all 

members in 𝑊5 as a global model, so the set consists of all global rules found in 𝑊5, namely 𝑆45, 

may have a chance to be in 𝑆4, at least “approximately.”  

Anyway, this is only a possible situation after all, but with the increase of the size of 𝑊5, this 

situation will become more and more significant. When 𝑊5 is 𝑊 itself, 𝑆45 is 𝑆4. Therefore, with 

the increase of 𝑊5, we only need to keep the rules that are always global rules while adding new 

data items to 𝑊5, and so 𝑆45 can get closer and closer to 𝑆4. 
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CHAPTER 4 

FINDING CONSTANT WFFS 

Following Algorithm I in Part 3, we need to look for constant true wffs on a model to create 

mathematical logic rules that take the model as a global model. But by ‖¬‖, constant false wffs 

could be transferred into constant true wffs simply by adding ~ at the front of them. So, actually, 

we need constant wffs, no matter whether true or false. 

To do so, one cannot just take atomic wffs into consideration. In the worst case, when a model 

contains merely two different valuations, all atomic wffs may become variable wffs (the truth-

value assignment of the second valuation for each atomic wff is just the opposite of the first one). 

Therefore, it is necessary to consider finding compound constant wffs. However, there are infinite 

compound wffs, and the exhaustive method clearly cannot work. 

Compound wffs contain connectives and wffs (atomic or compound wffs). For convenience, the 

wffs used to create a compound wff are called material wffs, and the compound wff is also called 

the result wff.  

 

(Material/result wff) A compound wff must have a main connective, the two (or one if 

the main connective is ~) wffs connected by the main connective are(/is) called the 

material wffs, and the original compound wff itself is also called the result wff. 
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Although atomic valuations can be expanded through ‖𝑆𝐼‖, it is endless. So, we cannot keep 

expanding blindly. After converting the dataset to an atomic model, only atomic wffs are at hand. 

Although the truth-values of other compound wffs have already been determined by ‖𝑆𝐼‖, the 

compound constant wffs are not at hand. Our purpose is to make some of the compound constant 

wffs at hand but not all of them.  

 

(At hand wff set) Given an atomic model, by ‖𝑆𝐼‖, there are infinite constant wffs, but 

some of them have not been found yet. By using different methods, a finite number of 

constant wffs could be found. For those constant wffs found, we say that they consist of an 

at hand wff set. 

 

If one wants to find some constant compound wffs directly on a model containing multiple 

valuations, the only possible way I can think is filtering all compound wffs through enumeration, 

but it is impossible in an acceptable time. However, it is observed that when a model contains only 

one valuation, all atomic wffs are directly at hand constant wffs as desired. Therefore, if we only 

have one valuation, we already get some constant wffs. If we do not want to continue, it is done. 

But usually, a model contains more valuations, so we need to consider adding (updating) other 

valuations, which also makes finding at hand compound constant wffs an update-by-update 

process. With the addition of valuations, original constant wffs may remain constant or become 

variable. I will propose a method of finding not just atomic but also compound constant wffs based 

on the update of valuations in this part. Finally, a certain number of constant wffs are found within 

an acceptable time. 
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To make it clear, I will introduce some examples on the Lenses dataset [18] to help explain. For 

details of the dataset, please see the appendix. 

 

4.1.1 – Source-0 Wffs 

 

There are some compound wffs, even if they are indeed constant, they cannot always be 

found out as at hand wffs. For example, suppose 𝐴 is a constant wff, according to ‖¬‖, ~𝐴 must 

also be a constant wff. 

 

‖¬‖	𝑣(~𝐴) = 𝑡 iff for all 𝑣6 ∈ 𝑉, if 𝑣 ≤ 𝑣′, 𝑣6(𝐴) = 𝑓 

 

After one update, if 𝐴 becomes variable, then ~𝐴 must also become variable. Therefore, bringing 

~𝐴 to our at hand wff set is clearly unnecessary. Therefore, an independent relationship between 

constant wffs is desirable, so that being variable of one of them will not affect other wffs. 

In ‖¬‖, the truth-value of compound wffs using ~ as the main connective is completely dependent 

on their material wffs, so any such compound wffs and their corresponding material wffs should 

not be in a wff set at the same time. And by Occam’s razor, suppose that there is a constant wff 𝐴, 

since 𝐴 is shorter than ~𝐴, we will only keep 𝐴 in the at hand wff set whenever possible. 

Compound wffs using binary connectives still have the same problem. Suppose 𝐴 is a constant 

true wff and 𝐵 is a constant false wff, then 𝐴&𝐵 is a constant false wff. When 𝐵 becomes variable, 

𝐴&𝐵 will also become variable. But unlike the case of ~𝐴, 𝐴&𝐵 also shows some independence. 

When only 𝐴  becomes variable, 𝐴&𝐵  is still constant. Therefore, though there are still some 

dependences, they are weaker. In addition, other binary connectives have similar situations which 
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will be analyzed in detail in Part 4.2. In each case, I will analyze how the truth-value of the 

compound wff is related to which material wff.  

If a material wff changes from constant to variable, and this will also cause the result wff to change 

from constant to variable (or flips its truth-value), we call this material wff a source of the result 

wff. Since all compound wffs discussed below are using binary connectives, based on the number 

of its source, there are four different cases. The first case is that both material wffs are source wffs, 

namely source-2. The second case is that only one of the material wffs is the source, namely 

source-1. Naturally, we may think the third case is that there are no source wffs at all, namely 

source-0. But this will be shown to be problematic. Therefore, we will just call it source-0* as an 

alternative. In addition, there is a special case in which we do not know whether a material wff is 

a source wff or not, namely source-x (note that source-x is not an abbreviation of source-0,1,2). 

 

(Source wff) The truth-value of a compound wff might be subject to some of its material 

wffs considering ‖𝑆𝐼‖. This means if one material wff changes from constant to variable 

(and the other remains the same), the result wff will also change from constant to variable, 

i.e. its truth-value will be flipped. If so, these material wffs are called the source wffs of 

the result wff. Since we are discussing the case that those wffs are in the at hand wff set, it 

is required that all source wffs need to be constant. 

(Source-1 wff) If a compound wff only has one source wff, it is called a source-1 wff. All 

source-1 wffs are required to be constant. 

(Source-2 wff) If a compound wff has two source wffs, it is called a source-2 wff. All 

source-2 wffs are required to be constant. 
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(Source-0* wff) If a compound wff does not have source wffs, the original compound wff 

is called a source-0 wff. If a source-0* wff is in the at hand wff set, it must be constant. 

 

4.1.2 – The Case Of Source-x Wffs 

 

The case of source-x wffs might be a little confusing. To make it clear, we need to talk 

about ‖≤‖ at first, which represents a precedence relationship on valuations (not only atomic 

valuations). 

 

‖≤‖	𝑣 ≤ 𝑣′ iff for all wffs 𝐴, if 𝑣(𝐴) = 𝑡 then 𝑣6(𝐴) = 𝑡 

 

Since any valuation is endless, it is impossible to check all truth-value assignments inside them. 

However, Garson has proved that for the ordering of valuations we only need to check atomic 

valuations [14, p.63] whenever ‖𝑆𝐼‖ is expressed by a model of those valuations.  

Therefore, according to ‖≤‖, valuations in a model may make the model a graph of valuations, 

namely a valuation graph. 

 

(Valuation graph) According to the ordering of valuations, a valuation 𝑣 and a valuation 

𝑣′ having the smallest Hamming distance in the natural way are connected by a directed 

arrow from 𝑣  to 𝑣′ if 𝑣 ≤ 𝑣′. If all valuations are connected in this way, the resulting 

directed acyclic graph (DAG) is called a valuation graph. 
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For example, in a world with three atomic propositions (𝐴, 𝐵, 𝐶), a model with all eight possible 

valuations is presented in the following valuation graph. 

 

Figure 1: A valuation graph containing eight valuations 

Note that although ‖≤‖ can be used to sort the valuation according to the truth-values of atomic 

wffs, it cannot be used to determine the truth-value of compound wffs when the valuation graph 

changes. When the graph is static, of course, the truth-values of wffs can be determined according 

to the graph. 

For example, suppose that in a model with three atomic propositions, namely (𝐴, 𝐵, 𝐶), there are 

two valuations, namely (𝑓, 𝑓, 𝑓)  and (𝑡, 𝑓, 𝑓)| . Recall the specification of the property ‖→‖ : 

𝑣(𝐴 → 𝐵) = 𝑡 iff for all 𝑣′ in 𝑉, if 𝑣 ≤ 𝑣′, then 𝑣′(𝐴) = 𝑓 or 𝑣′(𝐵) = 𝑡. If (𝑓, 𝑓, 𝑓) is the first 

valuation introduced, then in the model consisting of this valuation alone 𝐴 → 𝐵 is a constant true 

wff. When a new valuation (𝑡, 𝑓, 𝑓) is added and we consider the model including both valuations, 

according to ‖≤‖, since (𝑓, 𝑓, 𝑓) ≤ 	 (𝑡, 𝑓, 𝑓), and because of the truth-value of 𝐴 → 𝐵  is 𝑡  on 

(𝑓, 𝑓, 𝑓), then it might seem that the truth-value of 𝐴 → 𝐵 should also be 𝑡 on (𝑡, 𝑓, 𝑓). However, 

according to ‖→‖, the truth-value of 𝐴 → 𝐵 should be 𝑓 on (𝑡, 𝑓, 𝑓), and so, conversely, the truth-

value of 𝐴 → 𝐵 now becomes 𝑓 on (𝑓, 𝑓, 𝑓) in this new model.  
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The above example shows when considering ‖≤‖, even if only one valuation is added, it may 

change the structure of the valuation graph, and then the truth-values of wffs may also change on 

all the other valuations. So, after adding a new valuation, the truth-value of each constant wff of 

the unadded valuation graph must be recalculated. As an abbreviation, after adding a new valuation, 

the valuation graph consisted of all previous valuations is called the old valuation graph. 

Correspondingly, constant wffs on the old valuation graph are called old constant wffs. In contrast, 

there is a new valuation graph and there are new constant wffs. 

As mentioned in Part 3, some atomic valuations will never appear, so the valuation graph of a 

dataset will not in general be complete. Even so, the number of valuations may be very large. If 

one wants to calculate the truth-value of a wff that needs to consider ‖≤‖, it needs to consider all 

precedence relationships, which is time-consuming. And if the timeliness of the dataset plays a 

role, some of the valuations in the valuation graph may expire after running for a while, so except 

for adding new valuations, we also need to consider removing some valuations from the valuation 

graph.  

To increase the computational efficiency and make the valuations in the graph more time-sensitive, 

I have set a maximum number of valuations for a valuation graph, which is called the memory of 

the valuation graph. When the memory of the graph is exhausted (we will also say the graph is full) 

and a new valuation is added, the valuation that was first added will be deleted. Specifically, if the 

valuation graph will be full after adding a valuation, we need to delete the first added valuation in 

the old graph and re-evaluate whether all constant wffs are still constant. Those who are no longer 

constant will also be deleted. Since in the previous and following analysis, I always assume that 

after adding a valuation, no valuations will be removed from the graph. Due to limiting of memory 

of the valuation graph, this is necessary. 
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This may also weaken constant wffs. If the memory of a valuation graph is smaller than the number 

of data items, there will be multiple full valuation graphs. The constant wffs found in one valuation 

graph may not be constant in another graph. However, the method proposed is data-driven. 

Therefore, this could also be used to mitigate overfitting. Suppose that in 999 updates, a wff 𝐴 

keeps constant, but at the 1,000th update, the new data item makes 𝐴 variable. Though following 

the definition, 𝐴 is indeed not the constant wff, but I also agree that it is unfair that just because of 

one data item, a constant wff on 999 data items is eliminated. 

Although the valuation added to the graph is completely unpredictable, nonetheless the truth-

values of old constant wffs do not change completely irregularly. Two valuations in a valuation 

graph either have a precedence relationship or not, and there are no exceptions. For example, 

(𝑓, 𝑓, 𝑓) and	(𝑡, 𝑓, 𝑓)	have a precedence relationship, while (𝑡, 𝑓, 𝑓) and (𝑓, 𝑡, 𝑓) do not. When 

there are two valuations in a model having a smallest Hamming distance, and if they therefore 

have a precedence relationship, we say they are partial valuation neighbors. On the other hand, if 

they do not have a precedence relationship, we will just say they are two separated valuations. 

 

(Partial valuation neighbors) If two valuations (𝑣, 𝑣′) in a model having a smallest 

Hamming distance, and if they therefore have a precedence relationship, namely 𝑣 ≤ 𝑣′ or 

𝑣′ ≤ 𝑣, then we say the two valuations constitute partial valuation neighbors. Assume that 

𝑣 ≤ 𝑣′ and they are neighbors, then 𝑣 is called the front valuation, and 𝑣′ is called the back 

valuation. 

 

Suppose that there is a constant wff 𝐴 → 𝐵, in which both of them are constant false wffs, we are 

going to discuss the truth-value dependence between the result wff and the two material wffs. 
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1. When 𝐴 becomes variable after an update and 𝐵 remains the same.  

Since 𝐴 is variable in the new valuation graph, at least one of the following cases must be 

satisfied. 

a. There is a partial valuation neighbors, in which two inside valuations assign different truth-

values to 𝐴. 

b. There are two separated valuations assign 𝐴 different truth-values. 

In the first case, by ‖≤‖, the valuation assigns 𝐴 false must be the front valuation (namely 𝑣), 

and the back valuation (namely 𝑣′) must assigns 𝐴 true. Therefore, 𝑣6(𝐴 → 𝐵) = 𝑓, and so 

does 𝑣(𝐴 → 𝐵) = 𝑓. Though 𝐴 → 𝐵 is still constant, its truth-value flips, so we say 𝐴 is a 

source of 𝐴 → 𝐵 in this case. 

In the second case, clearly, we have both 𝑡 → 𝑓 and 𝑓 → 𝑓 and ‖≤‖ does not apply to them. 

Note it is possible that there are two valuations that ‖≤‖ applies to them, but they are not 

partial valuations neighbors. For example, if we have three atomic valuations 

(𝑓, 𝑓, 𝑓), (𝑡, 𝑓, 𝑓), (𝑡, 𝑡, 𝑓), it is clear that (𝑓, 𝑓, 𝑓) ≤ (𝑡, 𝑡, 𝑓) but they are not partial valuation 

neighbors. However, this does not matter. Suppose there are two valuations 𝑣%, 𝑣! (𝑣% ≤ 𝑣!) 

that assign different truth-values to a wff 𝐴, such that 𝑣%(𝐴) = 𝑓 and 𝑣!(𝐴) = 𝑡 by ‖≤‖. If 

they are not partial valuation neighbors, which means that there must be other valuations 

between them, such as 𝑣% ≤ ⋯ ≤ 𝑣!. Still, by ‖≤‖, since 𝑣%(𝐴) = 𝑓 and 𝑣!(𝐴) = 𝑡, among 

those valuations between 𝑣% and 𝑣!, there is a threshold valuation 𝑣- , that 𝑣(𝐴) = 𝑡 for all 

valuations 𝑣- ≤ 𝑣, 𝑣 ≠ 𝑣-, and 𝑣(𝐴) = 𝑓 for all valuations 𝑣 ≤ 𝑣- , 𝑣 ≠ 𝑣-. In another word, 

although 𝑣% and 𝑣! are not neighbors, there must be valuations between them that constitute 

partial valuation neighbors in which the two inside valuations assign 𝐴 different truth-values. 

Therefore, when I say “‖≤‖ does not apply to them,” I mean they do not have a precedency 
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relationship at all, such as (𝑡, 𝑓, 𝑓) and (𝑓, 𝑡, 𝑓). Therefore, 𝐴 → 𝐵 is variable in both cases, so 

we say	𝐴 is a source of 𝐴 → 𝐵 in this case. 

In summary, since at least one of the above cases must be satisfied. No matter what 𝐴 is, it is 

a source of 𝐴 → 𝐵. 

2. When 𝐵 becomes variable and 𝐴 remains the same.  

Similarly, there are two cases. 

• There is a partial valuation neighbors, in which two inside valuations assign different 

truth-values to 𝐵. 

• There are two separated valuations which assign 𝐵 different truth-values. 

In the first case, by ‖≤‖, the valuation assigns 𝐵 false must be the front valuation (namely 𝑣), 

and the back valuation (namely 𝑣′) must assigns 𝐴 true. Therefore, 𝑣6(𝐴 → 𝐵) = 𝑡, so does 

𝑣(𝐴 → 𝐵) = 𝑡. 𝐴 → 𝐵 is still constant, and its truth-value remains. 

In the second case, clearly, we have both 𝑓 → 𝑡 and 𝑓 → 𝑓 and ‖≤‖ does not apply to them. 

Therefore, 𝐴 → 𝐵 is variable, so we say	𝐵 is a source of 𝐴 → 𝐵 in this case. 

In summary, 𝐵 becoming variable may or may not make 𝐴 → 𝐵 become variable or flip its 

truth-value, which totally depends on the structure of the new valuation graph. But the structure 

is unpredictable, as a result, we do not know whether 𝐵 is a source of 𝐴 → 𝐵. Although in one 

case 𝐵 is indeed a source of 𝐴 → 𝐵, so that we will just call 𝐵 a para-source. 

In conclusion, 𝐴 is a source of 𝐴 → 𝐵 and 𝐵 is just a para-source, and we will call 𝐴 → 𝐵 a source-

x wff. 

 

(Para-source) If one material wff changes from constant to variable (and the other remains 

the same), the result wff will or will not change from constant to variable, or its truth-value 
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will or will not be flipped. If so, these material wffs are called the para-source wffs of the 

result wff. All para-source wffs need to be constant. 

(Source-x wff) If a compound wff has at least one para-source, we say the compound wff 

is a source-x wff. All source-x wffs need to be constant. 

 

4.2 – Analyzing The Combination Of Connectives And Constant Wffs 

 

This part intends to analyze all twelve combinations, but I will only show the detailed 

analysis of some of them, and the other is left in the appendix. After that I will give the conclusion 

directly.  

When using & as the main connective. 

 

‖&‖	𝑣(𝐴&𝐵) = 𝑡 iff 𝑣(𝐴) = 𝑣(𝐵) = 𝑡 

 

According to the truth-value of the material wffs, there are three sub situations. 

a. Constant true & constant true 

Any material wff becoming variable will make the result wff be variable as well, so the result 

wff is a source-2 wff. 

b. Constant true & constant false or constant false & constant true 

When only the material wff whose truth-value is 𝑡 becomes variable, the result wff is still a 

constant false wff. When only the material wff whose truth-value is 𝑓 becomes variable, the 

result wff will also become variable, so the result wff is a source-1 wff and the constant false 

wff is its source. 
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c. Constant false & constant false 

Becoming variable of any of its material wffs will not make the result wff become variable, so 

the result wff here is a source-0* wff.  

So far, we have shown cases of source-0*,1,2,x wffs, and I think it is enough to give the conclusion 

of the analysis. As the result, we have the following table of compound wffs. 

• Source-0* wff: constant false & constant false. 

• Source-1 wffs: constant true & constant false, constant false & constant true. (In which the 

source is marked in red.) 

• Source-2 wffs: constant true & constant true, constant true ↔ constant false, constant false ↔ 

constant false. 

• Source-x wffs: constant true → constant true, constant true → constant false, constant false → 

constant true, constant false → constant false, constant true ↔ constant false, constant false ↔ 

constant true. (In which the source is marked in red, and the para-source is marked in orange.) 

It is the case that all compound wffs are dependent (or possibly dependent) on at least one of its 

material wffs. So that we cannot have any compound wffs and its source wffs (or para-source wffs) 

in an at hand wff set at the same time. 

Here is a description.  

1. All source-2 and source-x wffs are dependent (or possibly dependent) on both of their material 

wffs, so we cannot put any source-2,x wffs and any of their material wffs in the same at hand 

wff set.  

2. Source-0* wffs (the case of false & false) look good, but after an update, it is possible that two 

material wffs both become variable, and this will possibly make the result wff become variable, 
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so we still cannot put any source-0* wffs and any of their material wffs in the same at hand 

wff set.  

3. It also seems that it does not prohibit containing a source-1 wff and its material wff that is not 

its source in an at hand wff set. For example, suppose that 𝐴 is a constant false wff and 𝐵 is a 

constant true wff. The truth-values of 𝐵 and 𝐴&𝐵 are not dependent, but according to Occam’s 

razor, since 𝐴 is shorter than 𝐴&𝐵, we do not need to contain 𝐴&𝐵 in the wff set whenever 𝐴 

is constant. 

In summary, if a compound constant wff is in the wff set, its material wffs cannot be in the same 

wff set. And this yields the definition of source-0 wff. 

 

(Source-0 wff) Constant atomic wffs are source-0 wffs. If a constant compound wff’s 

material wffs are variable, we say the compound wff is a source-0 wff. 

 

4.3 – Finding At Hand Source-0 Wffs 

 

According to the analysis in Part 4.2, we cannot use two constant wffs as materials to create 

a constant compound wff, which means we can only use variable wffs as materials. But if we 

enumerate all possible combinations of variable wffs, suppose there are 𝑛 variable wffs after one 

update, the time complexity is 𝑂(𝑛!), which is not desirable. I will propose my method and then 

analyze its time complexity. 

Let us first discuss a relatively simple situation, that is, the result wff contains one constant material 

wff and a variable material wff. The method is that, if the result wff is a constant wff, we are going 
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to make the constant material wff as its source, such that the truth-value of the compound wff is 

dependent on it. Or put it another way, we are going to find source-1 wffs.  

Since the truth-value of these wffs are dependent on some wffs in the wff set, we cannot put them 

in the at hand wff set directly, instead, we just put them in a waitlist. When the only source of this 

compound wff becomes variable, the two material wffs are both variable, which makes the truth-

value of the result wff independent. Except for this, to be a constant wff, its truth-value must be 

further calculated on the valuation graph. If the result wff is indeed constant, then it is a source-0 

wff.  

By using this method, we also guarantee that if a wff is constant, no constant wffs take it as a 

material will be added to the wff set, which avoids the previously mentioned problem where 

Occam’s razor is applied.  

In the previous analysis, both material wffs of a source-1 wff are constant wffs, but since a source-

1 wff’s truth-value is only dependent on one material wff, source-1 wffs could be generated by 

combining variable and constant wffs. It has another advantage that the atomic symbols in the 

variable wff could be kept.  

What’s more, atomic symbols are not only atomic wffs. For example, suppose that 𝐴 and 𝐵 are 

two atomic symbols, and 𝐴&𝐵  is a source-0 wff. Therefore, 𝐴  and 𝐵  must both be variable. 

Although 𝐴 and 𝐵 are not atomic wffs in the constant wff set, they show up as atomic symbols in 

𝐴&𝐵. Since we are going to find sub-knowledge in processing different data, if a certain attribute 

(concept) never appears, the knowledge related to it will completely disappear. This is very likely 

to happen when updating the valuation graph. Following the above example, suppose 𝐴&𝐵 is the 

only at hand wff containing the atomic symbol 𝐴, if 𝐴&𝐵 becomes variable and we do not use the 

method proposed to keep 𝐴&𝐵 as a part of some source-1 wffs, the atomic symbol 𝐴 will disappear 
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forever. Therefore, if we are going to use the at hand source-0 wffs to create rules, 𝐴 as an atomic 

symbol will never be used, and all sub-knowledge related to 𝐴 will disappear. 

Another comment, note that two constant wffs are not used here to generate source-2 wffs, since 

it is possible to wait until one of the constant wffs becomes variable and then generate source-1 

wffs or wait until both of them become variable wffs. 

According to the conclusion in Part 4.2, there are five ways to create source-1 wff, namely S1-

1,2,3,4,5: 

 

(S1-1) Variable & constant false (The result is a constant false wff.) 

(S1-2) Constant false → variable (The result is a constant true wff.) 

(S1-3) Variable → constant true (The result is a constant true wff.) 

(S1-4) Variable → constant false (The result is a constant false wff.) 

(S1-5) Variable ↔ constant false (The result is a constant false wff.) 

 

For simplicity, the experiments of this paper only use the first three ways. If so, at most two 

combinations will be attached to a variable wff. Therefore, after an update, suppose there are 𝑛 

variable wffs, we only need to check their attached source-1 wffs, which has the time complexity 

of 𝑂(𝑛). 

Except for creating source-0 wffs using the above methods, it is possible to use two variable wffs 

to get source-0 wffs directly. But since there might be many variable wffs, enumerating all 

combinations is impossible. Therefore, I only propose a relatively straightforward approach. The 

point is neither to collect all constant wffs nor to use an approach that is quick but rarely collects 
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constant wffs. Rather, the goal is to collect a robust set of constant formulas in a relatively efficient 

way. 

As introduced in Part 4.2, to determine which constant wffs remain constant after a new valuation 

is added, it is inevitable to recalculate the truth-values of the previous constant wffs. Sometimes, 

adding a new valuation will not change the truth-value of a variable wff on the old valuations. In 

this case, we say the truth-value of the wff has a truth-value conversion pattern (TCP), such as 𝑡 ⇒

𝑓 or	𝑓 ⇒ 𝑡. According to the similarities and differences of the TCPs, there are three following 

combinations can produce source-0 wffs, which are called S0-1, 2, 3. 

 

(Truth-value conversion pattern) Let the truth-value of a constant wff be 𝑡𝑣7 , after 

adding a new valuation to a model, if the truth-value of the wff remains 𝑡𝑣7 on the old 

valuations, and only on this newly added valuation the truth-value is the opposite of 𝑡𝑣7 

(namely ~𝑡𝑣7), it is said that this variable wff has a truth-value conversion pattern, which 

is (𝑡𝑣7 ⇒ ~𝑡𝑣7). 

(S0-1) According to ‖&‖, two variable wffs with the opposite TCPs can be connected by 

& to get a constant false wff. Taking & as the main connective only needs to consider each 

valuation separately. Since the TCPs are different, the variable wff has the opposite truth-

values on the old valuations, and the opposite truth-values on the newly added valuation as 

well. 

(S0-2) According to ‖↔‖, two variable wffs with the same TCPs can be connected by ↔ 

to get a constant true wff, since the truth-value of these two material wffs are the same on 

all valuations. 
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(S0-3) Correspondingly, according to ‖↔‖, two variable wffs with the opposite TCPs can 

be connected by ↔ to get a constant false wff. Since in all valuations, the truth-values of 

these two material wffs are the opposite. 

 

4.4 – Considering Computing Resources 

 

Suppose the number of constant wffs before adding a new valuation is 𝑛, in the most 

extreme case, half of them will become variable after an update. Therefore, there will be 𝑂(𝑛!) 

source-1 wffs attached to the constant wffs. If all of them are justified as source-0 wffs, the number 

of source-0 wffs may grow exponentially. So, the method proposed also limits the number of 

source-0 wffs retained after each update.  

Since now we must select among source-0 wffs, there needs to be a way to judge how satisfying a 

source-0 wff is. Concerning the purpose of finding source-0 wffs, it is only about using them to 

create mathematical logic rules that meet the definition. So, the only requirement is that source-0 

wffs should be constant. Of course, they should also be truth-value independent according to Part 

4.3, i.e. not belong to the same pair of partial valuation neighbors. Once these requirements are 

met, Occam’s razor is applied to give priority to the shortest source-0 wffs found. 

What’s more, some source-0 wffs were discovered at the beginning of an update, while some 

source-0 wffs were discovered at a later stage. Compared with the source-0 wffs discovered at the 

end of the update, the wffs discovered earlier has obviously undergone more verification and are 

more credible, which gives different source-0 wffs a measurement of credibility. The default value 

is 1, and each time when a new valuation is added, if a source-0 wff remains constant, its credibility 

will increase by 1. And after adding a valuation, the retained wffs will be selected according to 
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these two indicators, in which the length is the first to be considered. If the length is the same, the 

wff with higher credibility will be selected.  

Generally, source-0 wffs found in the later stage are all generated by the combination of the source-

0 wff discovered at an earlier stage, so it must be longer. But since we have limited the size of the 

valuation graph, a variable atomic wff may be changed back to a constant wff due to the deletion 

of old valuations. For example, in a world where 3 atomic propositions, namely (𝐴, 𝐵, 𝐶), there is 

a model containing the following two valuations, and this model is limited to a maximum of two 

valuations. 

Table 5: Two valuations in a valuation graph (before updating) 

# 𝐴 𝐵 𝐶 

1 𝑡 𝑓 𝑓 

2 𝑓 𝑓 𝑡 

 

Obviously, 𝐴 is not a source-0 wff, but when the new valuation is added, 𝐴 may become a source-

0 wff. 

Table 6: Two valuations in a valuation graph (after updating) 

# 𝐴 𝐵 𝐶 

2 𝑓 𝑓 𝑡 

3 𝑓 𝑡 𝑡 

 

But sometimes, we might want more than the limited number of source-0 wffs. I observe that the 

input order of valuations will also affect the source-0 wffs finally found. When the timeliness of 

the input is not so important, changing the input order and run the method proposed several times 

can produce more constant wffs in a linear time. 
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For example, suppose there are three valuations, (𝑓, 𝑓, 𝑓), (𝑡, 𝑓, 𝑓), (𝑡, 𝑡, 𝑓) in a world with three 

atomic propositions, namely (𝐴, 𝐵, 𝐶). If (𝑓, 𝑓, 𝑓) is used as the initial valuation in the model, there 

are three constant wffs at this time, which are 𝐴, 𝐵 and 𝐶, all of which are constant false wffs. 

Note that at here there are no “after adding” formulas in the following table, since the valuation is 

used for initialization. 

Table 7: initialization, valuations in a valuation graph and corresponding source-0 wffs 

𝑣𝑎𝑙𝑢𝑎𝑡𝑖𝑜𝑛	𝑎𝑑𝑑𝑒𝑑 

v𝑣(𝐴), 𝑣(𝐵), 𝑣(𝐶)w 

𝑎𝑡	ℎ𝑎𝑛𝑑, 

𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡	𝑤𝑓𝑓 

𝑎𝑓𝑡𝑒𝑟	𝑎𝑑𝑑𝑖𝑛𝑔, 

𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡	𝑤𝑓𝑓 

𝑎𝑓𝑡𝑒𝑟	𝑎𝑑𝑑𝑖𝑛𝑔, 

𝑣𝑎𝑟𝑖𝑎𝑏𝑙𝑒	𝑤𝑓𝑓 

(𝑓, 𝑓, 𝑓) 𝐴, 𝐵, 𝐶 / / 

 

Table 8: initialization, source-1 wffs attached 

𝑎𝑡	ℎ𝑎𝑛𝑑, 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡	𝑤𝑓𝑓 𝑐𝑜𝑟𝑟𝑒𝑠𝑝𝑜𝑛𝑑𝑖𝑛𝑔	𝑠𝑜𝑢𝑟𝑐𝑒 − 1	𝑤𝑓𝑓 

𝐴 / 

𝐵 / 

𝐶 / 

 

If (𝑡, 𝑓, 𝑓) is the first input valuation, 𝐴 becomes a variable wff, then according to S1-1 and S1-2, 

𝐵&𝐴, 𝐵 → 𝐴 is created as 𝐵’s source-1 wffs, and similarly, 𝐶&𝐴, 𝐶 → 𝐴 is associated with 𝐶. 

Table 9: update once, valuations in a valuation graph and corresponding source-0 wffs 

𝑣𝑎𝑙𝑢𝑎𝑡𝑖𝑜𝑛	𝑎𝑑𝑑𝑒𝑑 

v𝑣(𝐴), 𝑣(𝐵), 𝑣(𝐶)w 

𝑎𝑡	ℎ𝑎𝑛𝑑, 

𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡	𝑤𝑓𝑓 

𝑎𝑓𝑡𝑒𝑟	𝑎𝑑𝑑𝑖𝑛𝑔, 

𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡	𝑤𝑓𝑓 

𝑎𝑓𝑡𝑒𝑟	𝑎𝑑𝑑𝑖𝑛𝑔, 

𝑣𝑎𝑟𝑖𝑎𝑏𝑙𝑒	𝑤𝑓𝑓 

(𝑓, 𝑓, 𝑓) 𝐴, 𝐵, 𝐶 / / 

(𝑡, 𝑓, 𝑓) 𝐵, 𝐶 𝐵 𝐴 
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Table 10: update once, source-1 wffs attached 

𝑎𝑡	ℎ𝑎𝑛𝑑, 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡	𝑤𝑓𝑓 𝑐𝑜𝑟𝑟𝑒𝑠𝑝𝑜𝑛𝑑𝑖𝑛𝑔	𝑠𝑜𝑢𝑟𝑐𝑒 − 1	𝑤𝑓𝑓 

𝐵 𝐵&𝐴, 𝐵 → 𝐴 

𝐶 𝐶&𝐴, 𝐶 → 𝐴 

 

When the valuation (𝑡, 𝑡, 𝑓) is then added, 𝐵 also becomes a variable wff, whose inside source-1 

wffs are therefore released. But only 𝐵 → 𝐴 is indeed constant, so after entering three valuations, 

there are only two source-0 wffs at hand, one is 𝐵 → 𝐴, and the other is 𝐶. 

Table 11: update twice, valuations in a valuation graph and corresponding source-0 wffs 

𝑣𝑎𝑙𝑢𝑎𝑡𝑖𝑜𝑛	𝑎𝑑𝑑𝑒𝑑 

v𝑣(𝐴), 𝑣(𝐵), 𝑣(𝐶)w 

𝑎𝑡	ℎ𝑎𝑛𝑑, 

𝑢𝑛𝑐ℎ𝑎𝑛𝑔𝑖𝑛𝑔	𝑤𝑓𝑓 

𝑎𝑓𝑡𝑒𝑟	𝑎𝑑𝑑𝑖𝑛𝑔, 

𝑢𝑛𝑐ℎ𝑎𝑛𝑔𝑖𝑛𝑔	𝑤𝑓𝑓 

𝑎𝑓𝑡𝑒𝑟	𝑎𝑑𝑑𝑖𝑛𝑔, 

𝑐ℎ𝑎𝑛𝑔𝑖𝑛𝑔	𝑤𝑓𝑓 

(𝑓, 𝑓, 𝑓) 𝐴, 𝐵, 𝐶 / / 

(𝑡, 𝑓, 𝑓) 𝐵, 𝐶 𝐵, 𝐶 𝐴 

(𝑡, 𝑡, 𝑓) 𝐶, 𝐵 → 𝐴 𝐶 𝐵 

 

Table 12: update twice, source-1 wffs attached 

𝑎𝑡	ℎ𝑎𝑛𝑑, 𝑢𝑛𝑐ℎ𝑎𝑛𝑔𝑖𝑛𝑔	𝑤𝑓𝑓 𝑐𝑜𝑟𝑟𝑒𝑠𝑝𝑜𝑛𝑑𝑖𝑛𝑔	𝑠𝑜𝑢𝑟𝑐𝑒 − 1	𝑤𝑓𝑓 

𝐶 𝐶&𝐴, 𝐶 → 𝐴, 𝐶&𝐵, 𝐶 → 𝐵 

𝐵 → 𝐴 / 

 

If the input order of valuation is changed, input (𝑡, 𝑡, 𝑓) first (the initialization remains the same), 

𝐴 and 𝐵 will become variable wffs at the same time. As a result, 𝐶&𝐵, 𝐶 → 𝐵, 𝐶&𝐴, 𝐶 → 𝐴 will be 
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added to 𝐶 as its inside source-1 wffs. Since 𝐴 and 𝐵 are variable wffs with the same TCP, then 

𝐴 ↔ 𝐵 is directly added as a source-0 wff. 

Table 13: update once, change the order, valuations in a valuation graph and corresponding source-0 wffs 

𝑣𝑎𝑙𝑢𝑎𝑡𝑖𝑜𝑛	𝑎𝑑𝑑𝑒𝑑 

v𝑣(𝐴), 𝑣(𝐵), 𝑣(𝐶)w 

𝑎𝑡	ℎ𝑎𝑛𝑑, 

𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡	𝑤𝑓𝑓 

𝑎𝑓𝑡𝑒𝑟	𝑎𝑑𝑑𝑖𝑛𝑔, 

𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡	𝑤𝑓𝑓 

𝑎𝑓𝑡𝑒𝑟	𝑎𝑑𝑑𝑖𝑛𝑔, 

𝑣𝑎𝑟𝑖𝑎𝑏𝑙𝑒	𝑤𝑓𝑓 

(𝑓, 𝑓, 𝑓) 𝐴, 𝐵, 𝐶 / / 

(𝑡, 𝑡, 𝑓) 𝐶, 𝐴 ↔ 𝐵 𝐶 𝐴, 𝐵 

 

Table 14: update once, change the order, source-1 wffs attached 

𝑎𝑡	ℎ𝑎𝑛𝑑, 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡	𝑤𝑓𝑓 𝑐𝑜𝑟𝑟𝑒𝑠𝑝𝑜𝑛𝑑𝑖𝑛𝑔	𝑠𝑜𝑢𝑟𝑐𝑒 − 1	𝑤𝑓𝑓 

𝐶 𝐶&𝐴, 𝐶 → 𝐴, 𝐶&𝐵, 𝐶 → 𝐵 

𝐴 ↔ 𝐵 / 

 

After adding the valuation (𝑡, 𝑓, 𝑓), 𝐴 ↔ 𝐵 becomes a variable wff, so only 𝐶 → (𝐴 ↔ 𝐵) and 

𝐶&(𝐴 ↔ 𝐵) will be added to 𝐶 as source-1 wffs, and only 𝐶 is the constant wff at hand. 

Table 15: update twice, change the order, valuations in a valuation graph and corresponding source-0 wffs 

𝑣𝑎𝑙𝑢𝑎𝑡𝑖𝑜𝑛	𝑎𝑑𝑑𝑒𝑑 

v𝑣(𝐴), 𝑣(𝐵), 𝑣(𝐶)w 

𝑎𝑡	ℎ𝑎𝑛𝑑, 

𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡	𝑤𝑓𝑓 

𝑎𝑓𝑡𝑒𝑟	𝑎𝑑𝑑𝑖𝑛𝑔, 

𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡	𝑤𝑓𝑓 

𝑎𝑓𝑡𝑒𝑟	𝑎𝑑𝑑𝑖𝑛𝑔, 

𝑣𝑎𝑟𝑖𝑎𝑏𝑙𝑒	𝑤𝑓𝑓 

(𝑓, 𝑓, 𝑓) 𝐴, 𝐵, 𝐶 / / 

(𝑡, 𝑡, 𝑓) 𝐶, 𝐴 ↔ 𝐵 𝐶 𝐴, 𝐵 

(𝑡, 𝑓, 𝑓) 𝐶 𝐶 𝐴 ↔ 𝐵 
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Table 16: update twice, change the order, source-1 wffs attached 

𝑎𝑡	ℎ𝑎𝑛𝑑, 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡	𝑤𝑓𝑓 𝑐𝑜𝑟𝑟𝑒𝑠𝑝𝑜𝑛𝑑𝑖𝑛𝑔	𝑠𝑜𝑢𝑟𝑐𝑒 − 1	𝑤𝑓𝑓 

𝐶 
𝐶&𝐴, 𝐶 → 𝐴, 𝐶&𝐵, 𝐶 → 𝐵, 

𝐶&(𝐴 ↔ 𝐵), 𝐶 → (𝐴 ↔ 𝐵) 

 

This can also make up for the weakening of constant wffs caused by the limitation on the valuation 

graph. Although the constant wffs found are not necessarily constant on all possible valuation 

graphs, the more frequently the constant wff is found, the more likely it is to remain constant on 

larger valuation graphs. Therefore, while changing the input order and running several times, we 

can find a set 𝑆7 that keeps these wffs and their corresponding times found (namely its support). 

For each time of inputting, if the valuation graph is full after an update, all at hand constant wffs 

will be forwarded to 𝑆7 and their support will increase by 1. If the wff is the first time introduced 

to 𝑆7, its support will be set to 1.  

 

4.5 – An Example On The Lenses Dataset 

 

In the previous explanation, I have been using relatively abstract logical symbols such as 

𝐴, 𝐵, and 𝐶. In this part, I will conduct small-scale experiments on a dataset with concrete logical 

meaning, and I will give some explanations about the results. Data items whose lenses type are 

“No Lenses” are used as the training data (a small part of them will be used for testing), together 

with the data of the other lenses types as the testing data. 

Data items used for training are as follows. 
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Table 17: training data items from the Lenses dataset 

# 𝐴𝑔𝑒 𝑃𝑟𝑒𝑠𝑐𝑟𝑖𝑝𝑡 𝐴𝑠𝑡𝑖𝑔𝑚𝑎𝑡𝑖𝑐 𝑇𝑒𝑎𝑟	𝑅𝑎𝑡𝑒 𝐿𝑒𝑛𝑠𝑒𝑠	𝑇𝑦𝑝𝑒 

5 𝑦𝑜𝑢𝑛𝑔 ℎ𝑦𝑝𝑒𝑟 𝑛𝑜 𝑟𝑒𝑑𝑢𝑐𝑒𝑑 𝑛𝑜 

7 𝑦𝑜𝑢𝑛𝑔 ℎ𝑦𝑝𝑒𝑟 𝑦𝑒𝑠 𝑟𝑒𝑑𝑢𝑐𝑒𝑑 𝑛𝑜 

9 𝑝𝑟𝑒 𝑚𝑦𝑜𝑝𝑒 𝑛𝑜 𝑟𝑒𝑑𝑢𝑐𝑒𝑑 𝑛𝑜 

11 𝑝𝑟𝑒 𝑚𝑦𝑜𝑝𝑒 𝑦𝑒𝑠 𝑟𝑒𝑑𝑢𝑐𝑒𝑑 𝑛𝑜 

13 𝑝𝑟𝑒 ℎ𝑦𝑝𝑒𝑟 𝑛𝑜 𝑟𝑒𝑑𝑢𝑐𝑒𝑑 𝑛𝑜 

15 𝑝𝑟𝑒 ℎ𝑦𝑝𝑒𝑟 𝑦𝑒𝑠 𝑟𝑒𝑑𝑢𝑐𝑒𝑑 𝑛𝑜 

16 𝑝𝑟𝑒 ℎ𝑦𝑝𝑒𝑟 𝑦𝑒𝑠 𝑛𝑜𝑟𝑚𝑎𝑙 𝑛𝑜 

 

Its corresponding valuation graph is the following. 

 

Figure 2: a valuation graph corresponding to the training data 

Data items used for testing. (Lenses type is “No Lenses.”) 

Table 18: testing data items from the Lenses dataset 

# 𝐴𝑔𝑒 𝑃𝑟𝑒𝑠𝑐𝑟𝑖𝑝𝑡 𝐴𝑠𝑡𝑖𝑔𝑚𝑎𝑡𝑖𝑐 𝑇𝑒𝑎𝑟	𝑅𝑎𝑡𝑒 𝐿𝑒𝑛𝑠𝑒𝑠	𝑇𝑦𝑝𝑒 

1 𝑦𝑜𝑢𝑛𝑔 𝑚𝑦𝑜𝑝𝑒 𝑛𝑜 𝑟𝑒𝑑𝑢𝑐𝑒𝑑 𝑛𝑜 

3 𝑦𝑜𝑢𝑛𝑔 𝑚𝑦𝑜𝑝𝑒 𝑦𝑒𝑠 𝑟𝑒𝑑𝑢𝑐𝑒𝑑 𝑛𝑜 
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In each run of input, the number of wffs retained after one update is set to 5, and the memory of 

valuation graphs is set to 7. The memory of the valuation graph is the same as the size of the 

training data, which means no valuations will be removed from the graph in this example. I will 

change the order of the training data, and then run 5,10,15,20,25,30,35,40,45,50 times to show the 

impact of the number of runs on the constant wffs found. For the convenience of description, I use 

propositional symbol 𝐴  instead of Age=young, propositional symbol 𝐵  instead of 

Prescript=hyper, propositional symbol 𝐶 instead of Astigmatic=no, and propositional symbol 𝐷 

instead of Tear rate=normal. The result of a random initialization is as follows. 

Table 19: initialization, valuations in a valuation graph and corresponding source-0 wffs 

𝑣𝑎𝑙𝑢𝑎𝑡𝑖𝑜𝑛	𝑎𝑑𝑑𝑒𝑑 

(𝑣(𝐴), 𝑣(𝐵), 𝑣(𝐶), 𝑣(𝐷)) 

𝑎𝑡	ℎ𝑎𝑛𝑑, 

𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡	𝑤𝑓𝑓 

𝑎𝑓𝑡𝑒𝑟	𝑎𝑑𝑑𝑖𝑛𝑔, 

𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡	𝑤𝑓𝑓 

𝑎𝑓𝑡𝑒𝑟	𝑎𝑑𝑑𝑖𝑛𝑔, 

𝑣𝑎𝑟𝑖𝑎𝑏𝑙𝑒	𝑤𝑓𝑓 

(𝑡, 𝑡, 𝑡, 𝑓) 𝐴, 𝐵, 𝐶, 𝐷 / / 

 

Table 20: initialization, source-1 wffs attached 

𝑎𝑡	ℎ𝑎𝑛𝑑, 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡	𝑤𝑓𝑓 𝑐𝑜𝑟𝑟𝑒𝑠𝑝𝑜𝑛𝑑𝑖𝑛𝑔	𝑠𝑜𝑢𝑟𝑐𝑒 − 1	𝑤𝑓𝑓 

𝐴 / 

𝐵 / 

𝐶 / 

𝐷 / 

 

When a new valuation is added, 𝐴, 𝐵, 𝐶 become variable but have the same TCPs. Therefore, we 

can use S0-2 to create new source-0 wffs. And since 𝐷 is still a constant false wff, we can use S1-

1 and S1-2 to create corresponding source-1 wffs in 𝐷. 
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Table 21: update once, valuations in a valuation graph and corresponding source-0 wffs 

𝑣𝑎𝑙𝑢𝑎𝑡𝑖𝑜𝑛	𝑎𝑑𝑑𝑒𝑑 

(𝑣(𝐴), 𝑣(𝐵), 𝑣(𝐶), 𝑣(𝐷)) 

𝑎𝑡	ℎ𝑎𝑛𝑑, 

𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡	𝑤𝑓𝑓 

𝑎𝑓𝑡𝑒𝑟	𝑎𝑑𝑑𝑖𝑛𝑔, 

𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡	𝑤𝑓𝑓 

𝑎𝑓𝑡𝑒𝑟	𝑎𝑑𝑑𝑖𝑛𝑔, 

𝑣𝑎𝑟𝑖𝑎𝑏𝑙𝑒	𝑤𝑓𝑓 

(𝑡, 𝑡, 𝑡, 𝑓) 𝐴, 𝐵, 𝐶, 𝐷 / / 

(𝑓, 𝑓, 𝑓, 𝑓) 𝐴 ↔ 𝐵,𝐵 ↔ 𝐶, 𝐴 ↔ 𝐶,𝐷 / / 

 

Table 22: update once, source-1 wffs attached 

𝑎𝑡	ℎ𝑎𝑛𝑑, 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡	𝑤𝑓𝑓 𝑐𝑜𝑟𝑟𝑒𝑠𝑝𝑜𝑛𝑑𝑖𝑛𝑔	𝑠𝑜𝑢𝑟𝑐𝑒 − 1	𝑤𝑓𝑓 

𝐴 ↔ 𝐵 / 

𝐵 ↔ 𝐶 / 

𝐴 ↔ 𝐶 / 

𝐷 𝐷&𝐴,𝐷 → 𝐴,𝐷&𝐵,𝐷 → 𝐵,𝐷&𝐶, 𝐷 → 𝐶 

 

After input the remaining 5 valuations, there are 5 source-0 wffs at hand. 

• 𝐶&𝐷 (Constant false): To verify this is a source-0 wff, we do not need to consider the valuation 

graph. So, we just need to see whether 𝐶 and 𝐷 are not both assigned t in all valuations. 

• 𝐴&𝐷 (Constant false): Just like	𝐶&𝐷. 

• 𝐷 → 𝐵 (Constant true): Now we need to consider the structure of the valuation graph. For each 

inside valuation, we need to verify whether all its following valuations assign	𝐷 the truth-value 

𝑓 or 𝐵 the truth-value 𝑡. This could be finished by checking the valuation backwardly. 

• 𝐷 → (𝐴 ↔ 𝐶) (Constant true): just like the previous case, but we need to find the truth-value 

of 𝐴 ↔ 𝐶  at first. In the given valuation graph, the truth-values of 𝐴 ↔ 𝐶  on different 

valuations are as follows. 



 

51 

 

Figure 3: a valuation graph and the truth-value of 𝐴 ↔ 𝐶 on different valuations 

As an abbreviation, we can take 𝐴 ↔ 𝐶 as a new proposition symbol 𝐸. If we want to verify 

𝐷 → 𝐸 as constant true wff, we need to check whether for each valuation, all its following 

valuations assign	𝐷 the truth-value 𝑓 or 𝐸 the truth-value 𝑡. 

• 𝐷&(𝐴 ↔ 𝐵) (Constant false): like the previous case, we need to check the truth-value of 

(𝐴 ↔ 𝐵) at first. 

 

Figure 4: a valuation graph and the truth-value of 𝐴 ↔ 𝐶 on different valuations 

(𝐴 ↔ 𝐵) could also be viewed as a new propositional symbol 𝐹 as an abbreviation, and 

the following verification is relatively straightforward.  
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These wffs have relatively stable logical meanings, and therefore have interpretability far beyond 

the deep features found by traditional machine learning algorithms such as NNs. For example, in 

the constant wffs found above, 𝐴&𝐷 is a constant false wff, which means that for each data item 

whose lenses type is “No lenses,” 𝐴 and 𝐷 cannot be true at the same time, that is, age cannot be 

young in the same case that tear rate is not normal. Explaining wffs using → as the main connective 

is relatively complicated. For example, 𝐷 → 𝐵 is a constant true wff, which means that there will 

be no case where 𝐷 is true and 𝐵 is false on every valuation. That is, for each data item whose 

lenses type is “No lenses,” prescript cannot be myope in the same case that tear rate is not normal. 

Longer wff can also be analyzed in this way, but as the length of wff increases, the meaning will 

become more and more complicated.  

After five runs, there are 11 source-0 wffs found, and after fifty runs, there are 75 source-0 wffs 

found. In machine learning tasks, different test samples are usually considered independent. 

Therefore, while discussing the testing model in the following discussion, the testing model 

contains only one valuation, and I will call the testing model the testing valuation. Using the wff 

found on different testing sets, regardless of the valuation graph of testing valuations, if the truth-

value of the wff found is the same as the truth-value calculated on the testing valuation, this testing 

valuation has the supports of this source-0 wff. By focusing on how much support a testing 

valuation gets, we can know to what extent the testing valuation has the property of the training 

set. 

For example, in the 75 source-0 wffs found, 𝐶&𝐷 is a constant false wff with 55 supports. For this 

testing valuation, the truth-value of 𝐶&𝐷 calculated is the same as the truth-value of 𝐶&𝐷 as a 

source-0 wff. Therefore, this testing valuation will have the 55 supports. 
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Table 23: a testing data item 

# 𝐴𝑔𝑒 𝑃𝑟𝑒𝑠𝑐𝑟𝑖𝑝𝑡 𝐴𝑠𝑡𝑖𝑔𝑚𝑎𝑡𝑖𝑐 𝑇𝑒𝑎𝑟	𝑅𝑎𝑡𝑒 𝐿𝑒𝑛𝑠𝑒𝑠	𝑇𝑦𝑝𝑒 

3 𝑦𝑜𝑢𝑛𝑔 𝑚𝑦𝑜𝑝𝑒 𝑦𝑒𝑠 𝑟𝑒𝑑𝑢𝑐𝑒𝑑 𝑛𝑜 

 

According to the 75 source-0 wffs found, I calculate the support of each testing valuation. The 

average supports of different test sets on different number of runs are as follows. 

 

Figure 5: average support obtained by different datasets under different loops 

The uppermost blue and orange curves show the average support of the testing/training set whose 

lenses type is classified as “No lenses” on different numbers of runs. Clearly, with more runs, the 

difference in supports among different lenses types is more and more apparent. The red straight-

line could be given simply as a threshold to make a binary justification of whether a data item has 

the property of the training set. 
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CHAPTER 5 

CREATING RULES FOR CLASSIFICATION 

A mathematical logic rule can be obtained following the Algorithm I given the wffs 

found in the previous part. 

 

𝐻% ⊢ 𝐼%
⋮

𝐻' ⊢ 𝐼'
𝐻'(% ⊢ 𝑂

 

 

Recall that the model corresponding to the training data according to the analogy between atomic 

models and datasets is 𝑉. In the above rule form, 𝑂 is the atomic wff corresponding to the main 

concept. Since the truth-values of wffs used are all constant, each argument must be satisfied by 

each valuation in 𝑉. Therefore, the arguments in the premise must be 𝑉-valid, as is the argument 

in the conclusion, which means this rule takes 𝑉 as a global model. According to the assumptions 

in Part 3, 𝑉 consists of one model in all possibly-collected models 𝑊. The rules that take 𝑉 as the 

global model are expected to take the largest model 𝑊02 in 𝑊 as the global model. If we want to 

judge whether a testing valuation/model from 𝑊	has the same property as the training model 𝑉, 

we only need to judge whether the rules obtained also take the testing model as a global model.  

Take the previous example on the Lenses dataset, the following table shows the training model 𝑉. 

Recall that the propositional symbol 𝐴 stands for 𝐴𝑔𝑒 = 𝑦𝑜𝑢𝑛𝑔, propositional symbol 𝐵 stands 

for 𝑃𝑟𝑒𝑠𝑐𝑟𝑖𝑝𝑡 = ℎ𝑦𝑝𝑒𝑟, propositional symbol 𝐶 stands for 𝐴𝑠𝑡𝑖𝑔𝑚𝑎𝑡𝑖𝑐 = 𝑛𝑜, and propositional 
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symbol 𝐷 stands for 𝑇𝑒𝑎𝑟	𝑟𝑎𝑡𝑒 = 𝑛𝑜𝑟𝑚𝑎𝑙. Here in addition I will use a new propositional symbol 

𝐸 instead of 𝐿𝑒𝑛𝑠𝑒𝑠	𝑇𝑦𝑝𝑒 = 𝑛𝑜. 

Table 24: modified training data items from the Lenses dataset 

# 𝐴 𝐵 𝐶 𝐷 𝐸 

5 𝑡 𝑡 𝑡 𝑓 𝑡 

7 𝑡 𝑡 𝑓 𝑓 𝑡 

9 𝑓 𝑓 𝑡 𝑓 𝑡 

11 𝑓 𝑓 𝑓 𝑓 𝑡 

13 𝑓 𝑡 𝑡 𝑓 𝑡 

15 𝑓 𝑡 𝑓 𝑓 𝑡 

16 𝑓 𝑡 𝑓 𝑡 𝑡 

 

As said, there are 5 constant wffs found, which are 𝐶&𝐷 (constant false), 𝐴&𝐷 (constant false), 

𝐷 → 𝐵  (constant true), 𝐷 → (𝐴 ↔ 𝐶)  (constant true), 𝐷&(𝐴 ↔ 𝐵)  (Constant false), of course, 

there is a constant atomic wff 𝐸. As a result, such a rule 𝑅7 that takes 𝑉 as the global model could 

be created following Algorithm I.  

 

𝑅7 :	
~(𝐴&𝐷), ~(𝐶&𝐷) ⊢ ~(𝐴&𝐷)

~(𝐴&𝐷), ~(𝐶&𝐷) ⊢ 𝐸  

 

For a testing valuation (namely #3), if this valuation has the same property as the property of 𝑉, it 

should satisfy 𝑅7. 
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Table 25: a modified testing data item 

# 𝐴 𝐵 𝐶 𝐷 𝐸 

3 𝑡 𝑓 𝑓 𝑓 𝑡 

 

In this testing valuation, ~(𝐴&𝐷)  and ~(𝐶&𝐷)  are assigned 𝑡 , so this valuation satisfies the 

argument in the premise of 𝑅7. Since 𝑅7 takes 𝑉 as a global model, we expect the testing model 

(containing only #3) also takes 𝑅7 as a global model. Since the premise of 𝑅7 is also valid on the 

testing model, the argument in the result of 𝑅7 is also satisfied by #3. And since ~(𝐴&𝐷) and 

~(𝐶&𝐷) are both satisfied, 𝐸 should also be satisfied, the lenses type of the testing valuation is 

“No lenses,” which is consistent with this data item. 

If a valuation (namely #4, in which 𝐹 is a new propositional symbol, which means the lenses type 

is “Hard lenses.”) whose lenses type is not “No lenses” is tested, we need to show whether this 

valuation does not take 𝑅7 as a global rule. 

Table 26: another modified testing data item 

# 𝐴 𝐵 𝐶 𝐷 𝐹 

4 𝑡 𝑓 𝑓 𝑡 𝑡 

 

Now ~(𝐴&𝐷) is not satisfied by this valuation, so the argument in the premise of 𝑅7 is satisfied 

vacuously, and then the testing model containing #4 also satisfies 𝑅7 vacuously. That is to say, #4 

does take 𝑅7 as a global model, but only vacuously. Therefore, it seems that we should consider 

the lenses type of #4 to be “No Lenses.” However, such a judgment is made when the hypothesis 

of the argument is not satisfied, so unlike the case in #3, the truth-value of 𝐸 is not given, so we 

can think that the rule does not make a judgment here, and this data was rejected. From this, we 
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can see the status of the hypothesis of the rule in the method proposed. Even if 𝑅7 is not suitable 

for judging #4 here, 𝑅7 itself will not incorrectly give the truth-value of 𝐸. 

Next, we introduce an example to show what problems arise when we mix the rules found in 

different dataset sharing the same attributes. Suppose there are two datasets sharing the same 

attributes, one dataset contains data items about red apples, and another contains data items about 

red bricks. If there are two shared attributes 𝑋 and 𝑌, in which 𝑋 means 𝑐𝑜𝑙𝑜𝑟 = 𝑟𝑒𝑑 and 𝑌 means 

𝑚𝑎𝑡𝑒𝑟𝑖𝑎𝑙 = 𝑛𝑜𝑛𝑏𝑖𝑜𝑙𝑜𝑔𝑖𝑐𝑎𝑙. Then in the dataset containing red apples, I may create the following 

rule 𝑅% (𝐻 is empty). 

 

𝑅% :	
⊢ 𝑋

⊢ 𝑏𝑟𝑖𝑐𝑘 

 

And in the dataset containing red bricks, I may create the following rule 𝑅!. 

 

𝑅! :	
⊢ 𝑋

⊢ 𝑎𝑝𝑝𝑙𝑒 

 

When there is a testing valuation that needs to be classified, if 𝑋 is satisfied when the hypothesis 

is empty, then according to 𝑅% and 𝑅!, the two rules will both be valid on the testing model and 

give truth-values of 𝑏𝑟𝑖𝑐𝑘 and 𝑎𝑝𝑝𝑙𝑒. But we know the testing valuation could not be both a piece 

of brick and an apple, so the judgments made by 𝑅% and 𝑅! are conflicting. Still, we can use 𝑌 as 

the hypothesis to mitigate this problem, which yields 𝑅%6  and 𝑅!6 . 
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𝑅%6 :	
𝑌 ⊢ 𝑋

𝑌 ⊢ 𝑏𝑟𝑖𝑐𝑘
𝑅!6 :	

~𝑌 ⊢ 𝑋
~𝑌 ⊢ 𝑎𝑝𝑝𝑙𝑒 

 

Come back to the example about the Lenses dataset, if we create a rule 𝑅$ finding an appropriate 

hypothesis, the classification can be carried out successfully. 

 

𝑅$ :	
𝐷 → (𝐴 ↔ 𝐶) ⊢ ~(𝐴&𝐷)

𝐷 → (𝐴 ↔ 𝐶) ⊢ 𝐸  

 

Currently, no matter the testing valuation is #3 or #4, 𝐷 → (𝐴 ↔ 𝐶) is always satisfied. But on #3, 

~(𝐴&𝐷) is satisfied, which is not satisfied on #4, therefore, 𝐸 is satisfied only on #3. That is to 

say, the lenses type of the data sample corresponding to #3 is “No Lenses” and the lenses type of 

the data sample corresponding to #3 is not “No Lenses.” 

In summary, to mix the rules found in different dataset sharing the same attributes, we cannot 

arbitrarily pick wffs found in part 4 to create rules following Algorithm I. This part will show a 

step-by-step method of using constant wffs to construct rules for classification in three situations. 

 

5.1 – One-class Classification Problem In A Single Dataset 

 

The one-class classification problem is the most basic situation. In this kind of problems, 

the training set only contains data items sharing the same main concept, and the purpose of the 

classification is to find a way to recognize whether the other data items are under this concept. 

If we want to deal with this kind of problem using mathematical logic rules, we can consider all 

possibly-collected data items have the same class label, which means all the rules used for 
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classification have the same result 𝑂 in the rule form. Therefore, it is not necessary to consider 𝑂. 

When all valuations come from the same source, a valuation should not be rejected. Therefore, it 

is also unnecessary to consider the hypothesis. 

Not considering the hypothesis and the result does not mean they could be assigned arbitrarily. 

This just says they are indifferent in making judgments. So, we only need to pick any number of 

constant wffs as conclusions to represent the rules. 

But when there are 𝑛 constant wffs, in such a way of finding rules, there are 2& different rules that 

could be found. The number of the rules grows exponentially with the growth of 𝑛, so clearly, we 

cannot enumerate the rules and judge whether they are global rules one by one. And since there 

are multiple rules found, to test whether a testing valuation (namely 𝑣, when it is more appropriate 

to talk about its corresponding model, I will call it 𝑉) to what extent satisfies the property of the 

main concept of the training set, we need to find how many rules preserve validity on 𝑉. 

However, if a rule preserves validity on 𝑉, regardless of the hypothesis and the result, 𝑣 needs to 

satisfy all 𝐼' , 𝑖 ∈ [1,2, … , 𝑛] in the rule form. So, we can check which constant wff is satisfied at 

first. Only the wffs satisfied by all 𝐼' , 𝑖 ∈ [1,2, … , 𝑛] could be used to create rules preserve validity. 

Suppose the number of wffs satisfied is 𝑛5, then the number of rules that preserve validity is 2&!, 

and 𝑛5 is positively correlated to 2&!. Therefore, to judge the number of 𝑉-valid rules, we can only 

consider the number of constant wffs satisfied instead. According to the average support on the 

training set (or the validation set), we can set a threshold that when the support got by a valuation 

does not meet the threshold, it is not classified as in this class label. 

At the end of Part 4, I have mentioned the constant wffs found might not completely follow the 

definition, and the extent to which it meets the definition depends on its support. As a result, to 
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count the number of 𝑉-valid rules, we consider the summation of the support of the constant wffs 

satisfied as an alternative. 

 

5.2.1 – Multiple-class Classification Problem In A Single Dataset 

 

When there are multiple class labels, we have to consider the result of the rule, but since 

there is only one dataset here, we still do not need to consider the hypothesis. 

According to different class labels, data items in a dataset may be separated into different sub-

datasets having different main concepts. Though different sub-datasets can find their constant wffs 

independently, we cannot guarantee that the constant wffs found in one sub-dataset will not be a 

constant wff with the same truth-value in another sub-dataset. For example, in the case used in 

Part 4 about the Lenses dataset, 𝐶&𝐷 is a constant false wff on the training model. After adding 

two more valuations (whose lenses type is “Hard Lenses”), 𝐶&𝐷 is still a constant false wff. No 

matter in a sub-dataset whose lenses type is “No Lenses” (namely 𝑉89) or a sub-dataset whose 

lenses type is “Hard Lenses” (namely 𝑉:;<=), 𝐶&𝐷 is always a constant false wff. 
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Table 27: adding more valuations to the training set 

# 𝐴 𝐵 𝐶 𝐷 𝐿𝑒𝑛𝑠𝑒𝑠	𝑇𝑦𝑝𝑒 

5 𝑡 𝑡 𝑡 𝑓 𝑛𝑜 

7 𝑡 𝑡 𝑓 𝑓 𝑛𝑜 

9 𝑓 𝑓 𝑡 𝑓 𝑛𝑜 

11 𝑓 𝑓 𝑓 𝑓 𝑛𝑜 

13 𝑓 𝑡 𝑡 𝑓 𝑛𝑜 

15 𝑓 𝑡 𝑓 𝑓 𝑛𝑜 

16 𝑓 𝑡 𝑓 𝑡 𝑛𝑜 

4 𝑡 𝑓 𝑓 𝑡 ℎ𝑎𝑟𝑑 

8 𝑡 𝑡 𝑓 𝑡 ℎ𝑎𝑟𝑑 

 

If there are two rules 𝑅$ and 𝑅", no matter a testing valuation’s lenses type is “No Lenses” or 

“Hard Lenses,” it satisfies the arguments in the premise of these two rules, and then conflicting 

results will be achieved. In this case, the hypothesis (namely 𝐻 in the following discussion) of 

each argument is omitted, 𝐸 represents that the lenses type is “No Lenses,” and 𝐹 represents that 

the lenses type is “Hard Lenses.” 

 

𝑅$:	
𝐻 ⊢ ~(𝐶&𝐷)

𝐻 ⊢ 𝐸 𝑅" :	
𝐻 ⊢ ~(𝐶&𝐷)

𝐻 ⊢ 𝐹
 

 

In contrast, 𝐴&𝐷 is a constant false wff on 𝑉89, but it is a constant true wff on 𝑉:;<=. If we replace 

𝐶&𝐷 for 𝐴&𝐷, there are two new rules 𝑅$6  and 𝑅"6 . 
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𝑅$6 :	
𝐻 ⊢ ~(𝐴&𝐷)

𝐻 ⊢ 𝐸 𝑅"6 :	
𝐻 ⊢ 𝐴&𝐷
𝐻 ⊢ 𝐹

 

 

Now, when the lenses type of the testing valuation is “No Lenses,” it will satisfy 𝑅$6 . Or conversely, 

it will satisfy 𝑅"6 . A wff like 𝐴&𝐷 is constant in these two sub-datasets, but its truth-value on one 

dataset is the opposite of the truth-value on another sub-dataset. Therefore, when it is satisfied on 

one dataset, it is not able to be satisfied on another dataset, and we will call such a wff a decisive 

difference of a dataset. 

 

(Decisive difference of a dataset) In different sub-datasets, if there is a wff that is constant 

in all sub-datasets, but its truth-value on one dataset 𝑉 is the opposite with the truth-values 

on the other sub-datasets, we call this wff a decisive difference of 𝑉. 

 

Therefore, to avoid the conflicts of rules found in different sub-datasets, constructing the rules 

using merely constant wffs in each sub-dataset respectively is not enough, we must use decisive 

differences of each sub-datasets instead. Still, though decisive differences are indeed constant wffs, 

it is much rarer, which makes it difficult to obtain through the screening of constant wffs found, 

especially when the number of constant wffs retained after each update is limited. So, in the 

following chapter, I will introduce a method of finding decisive differences. 

 

5.2.2 – Finding Decisive Differences 

 

All subsequent discussions will be based on finding decisive differences in two sub-

datasets. It is not to say there are only two class labels, but for each class label 𝑐', all training data 



 

63 

can be divided into data whose class label is 𝑐' (namely the self-class) and data whose class label 

is not 𝑐' (namely the other-class). Based on the truth-values of the constant wffs in the other-class, 

constant wffs could be further divided into three types, namely type-𝐴 constant wffs, type-𝐵 

constant wffs, and type-𝐶 constant wffs. 

Type-𝐴 wffs are constant wffs in both the self-class and the other-class, but their truth-values in 

the self-class and the other-class are the same. Or we can say type-𝐴 wffs are the common features 

of them. Type-𝐵 wffs are still constant wffs in both datasets, but their truth-values on the self-class 

are different from their truth-values in the other-class. So, we can say type-𝐵 wffs are the decisive 

differences of the self-class. For example, in the case of the Lenses dataset, ~(𝐶&𝐷) is a type-𝐴 

wff and ~(𝐴&𝐷) is a type-𝐵 wff of the sub-dataset whose lenses type is “No Lenses.” Type-𝐶 

wffs are different, they are only constant wffs on the self-class, but they are variable wffs on the 

other-class. 

What we want are just type-𝐵 wffs now. But as said, decisive differences are relatively rare. The 

first problem occurs when there are no type-𝐵 wffs in the constant wffs found at all. However, we 

can still use type-𝐶 wffs to generate some type-𝐵 wffs. One thing worthy of addressing is that 

while using type-C wffs to create type-𝐵 wffs, the created type-𝐵 wff consists of constant wffs, 

which is not allowed since that will bring dependent truth-value among constant wffs. But here we 

do not need to worry about it since there are only type-𝐵 wffs will be retained, all material type-𝐶 

wffs will be removed from the set of at hand wffs. 

To discuss the truth-value of the compound wff created by connecting two type-𝐶 wffs, there are 

the following abbreviations. While talking about the truth-values of type-𝐶 wffs, when the truth-

value of the type-𝐶 wff is 𝑡, we call the wff 𝐶-. In contrast, we call the wff 𝐶). Since it is necessary 

to check the truth-values of type-𝐶  wffs on other-classes, in the other-class, we will say the 
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valuations that assign 𝑡𝑟𝑢𝑒 to the type-𝐶 wff consists of a set called 𝐶9-. Similarly, there is a set 

called 𝐶9). And we call the compound wff 𝐶𝐶. 

1. 𝐶-%&𝐶-! 

𝐶𝐶 is a constant true wff in the self-class, if we want 𝐶𝐶 to be a type-𝐵 wff, then 𝐶𝐶 must be 

a constant false wff in the other-class. Since the two material wffs are connected by &, then 

the valuations assign 𝐶𝐶 false must be the union of 𝐶-%9) and 𝐶-!9). When this union contains 

all valuations in other-classes, we can say 𝐶-%&𝐶-! is a type-𝐵 wff. 

2. 𝐶-&𝐶) or 𝐶)&𝐶- 

𝐶𝐶 is a constant false wff in the self-class, if we want 𝐶𝐶 to be a type-𝐵 wff, then 𝐶𝐶 must be 

a constant true wff in the other-class. That means in all valuations in the other-class, the truth-

values of 𝐶- and 𝐶) must both be 𝑡, which means the two material wffs are not type-𝐶 wffs at 

all. Therefore, in this case, 𝐶𝐶 could not be a type-𝐵 wff. 

3. 𝐶)%&𝐶)! 

Same as the second case. 

4. 𝐶-% → 𝐶-! 

𝐶𝐶 is a constant true wff in the self-class. According to ‖→‖, 𝑣(𝐴 → 𝐵) = 𝑡 iff for all 𝑣6, 𝑣 ≤

𝑣′ , 𝑣6(𝐴) = 𝑓  or 𝑣6(𝐵) = 𝑡 . The contrapositive is 𝑣(𝐴 → 𝐵) = 𝑓  iff for some 𝑣6, 𝑣 ≤ 𝑣′ , 

𝑣6(𝐴) = 𝑡 and 𝑣6(𝐵) = 𝑓. If we want 𝐶𝐶 to be a type-𝐵 wff, then 𝐶𝐶 must be a constant false 

wff in the other-class, which means 𝐶-%9-  and 𝐶-!9)  must have an intersection, and this 

intersection must have all valuations at the end of the valuation graph of the other-class, in 

which the end (namely 𝑣>) means there are no other valuations 𝑣′ such that 𝑣> ≤ 𝑣′. 

5. 𝐶- → 𝐶) 
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𝐶𝐶 is a constant false wff in the self-class, if we want 𝐶𝐶 to be a type-𝐵 wff, then 𝐶𝐶 must be 

a constant true wff in other-classes. That is to say 𝐶-%9- and 𝐶-!9) cannot have an intersection. 

6. 𝐶) → 𝐶- 

Same as the fourth case. 

7. 𝐶)% → 𝐶)! 

Same as the fourth case. 

8. 𝐶-% ↔ 𝐶-! 

𝐶𝐶 is a constant true wff in the self-class, if we want 𝐶𝐶 to be a type-𝐵 wff, then 𝐶𝐶 must be 

a constant false wff in the other-class. To put it another way, for all valuations at the end of the 

valuation graph of other-classes, they must assign different truth-values for 𝐶-% and 𝐶-!. 

9. 𝐶- ↔ 𝐶) or 𝐶) ↔ 𝐶- 

𝐶𝐶 is a constant false wff in the self-class, if we want 𝐶𝐶 to be a type-𝐵 wff, then 𝐶𝐶 must be 

a constant true wff in other-classes. So, 𝐶-9- and 𝐶)9) cannot have an intersection, and 𝐶-9) 

and 𝐶)9- cannot have an intersection as well. 

10. 𝐶)% ↔ 𝐶)! 

Same as the eighth case. 

So far, we have found eight ways to use two type-𝐶 wffs to generate a type-𝐵 wffs. 

 

(B-1) Suppose there are two type-𝐶  wffs in the self-class, both are constant true wffs, 

namely 𝐶-%  and 𝐶-! . If the union of 𝐶-%9)  and 𝐶-!9)  contains all valuations in other-

classes, 𝐶-%&𝐶-! is a type-𝐵 wff. 
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(B-2) Suppose there are two type-𝐶  wffs in the self-class, both are constant true wffs, 

namely 𝐶-% and 𝐶-!. If the intersection of 𝐶-%9- and 𝐶-!9) contains all valuations at the end 

in the valuation graph of other-classes, 𝐶-% → 𝐶-! is a type-𝐵 wff. 

(B-3) Suppose there are two type-𝐶 wffs in the self-class, 𝐶- is a constant true wff, and 𝐶) 

is a constant false wff. If there is no intersection of 𝐶-9- and 𝐶)9), 𝐶- → 𝐶) is a type-𝐵 wff. 

(B-4) Suppose there are two type-𝐶 wffs in the self-class, 𝐶- is a constant true wff, and 𝐶) 

is a constant false wff. If there is no intersection of 𝐶)9- and 𝐶-9), 𝐶) → 𝐶- is a type-𝐵 wff. 

(B-5) Suppose there are two type-𝐶 wffs in the self-class, both are constant false wffs, 

namely 𝐶)%  and 𝐶)! . If the union of 𝐶)%9-  and 𝐶)!9)  contains all valuations in other-

classes, 𝐶)% → 𝐶)! is a type-𝐵 wff. 

(B-6) Suppose there are two type-𝐶  wffs in the self-class, both are constant true wffs, 

namely 𝐶-% and 𝐶-!. If the union of the intersection of 𝐶-%9- and 𝐶-!9) and the intersection 

of 𝐶-%9) and 𝐶-!9- contains all valuations at the end in the valuation graph of other-classes, 

𝐶-% ↔ 𝐶-! is a type-𝐵 wff. 

(B-7) Suppose there are two type-𝐶 wffs in the self-class, 𝐶- is a constant true wff, and 𝐶) 

is a constant false wff. If there is no intersection of 𝐶)9-  and 𝐶-9) , and there is no 

intersection of 𝐶)9) and 𝐶-9-, 𝐶) ↔ 𝐶- and 𝐶- ↔ 𝐶) are two type-𝐵 wffs. 

(B-8) Suppose there are two type-𝐶 wffs in the self-class, both are constant false wffs, 

namely 𝐶)% and 𝐶)!. If the union of the intersection of 𝐶)%9- and 𝐶)!9) and the intersection 

of 𝐶)%9) and 𝐶)!9- contains all valuations at the end in the valuation graph of other-classes, 

𝐶)% ↔ 𝐶)! is a type-𝐵 wff. 
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For example, in the case of the Lenses dataset mentioned in Part 5.2.1, there are two class labels, 

and there are two corresponding models. 

Table 28: a set of valuations whose lenses type is “NO” 

# 𝐴 𝐵 𝐶 𝐷 𝐿𝑒𝑛𝑠𝑒𝑠	𝑇𝑦𝑝𝑒 

5 𝑡 𝑡 𝑡 𝑓 𝑛𝑜 

7 𝑡 𝑡 𝑓 𝑓 𝑛𝑜 

9 𝑓 𝑓 𝑡 𝑓 𝑛𝑜 

11 𝑓 𝑓 𝑓 𝑓 𝑛𝑜 

13 𝑓 𝑡 𝑡 𝑓 𝑛𝑜 

15 𝑓 𝑡 𝑓 𝑓 𝑛𝑜 

16 𝑓 𝑡 𝑓 𝑡 𝑛𝑜 

 

Table 29: a set of valuations whose lenses type is “HARD” 

# 𝐴 𝐵 𝐶 𝐷 𝐿𝑒𝑛𝑠𝑒𝑠	𝑇𝑦𝑝𝑒 

4 𝑡 𝑓 𝑓 𝑡 ℎ𝑎𝑟𝑑 

8 𝑡 𝑡 𝑓 𝑡 ℎ𝑎𝑟𝑑 

 

In the first model, there are 5 constant wffs found, which are 𝐶&𝐷 (constant false), 𝐴&𝐷 (constant 

false), 𝐷 → 𝐵 (constant true), 𝐷 → (𝐴 ↔ 𝐶) (constant true), and 𝐷&(𝐴 ↔ 𝐵) (constant false). If 

we take the first model whose lenses type is “No Lenses” as the self-class, the second model could 

be viewed as the other-class. Based on the valuation graph of the other class: 

• 𝐶&𝐷 is a constant false wff in the other-class, so it is a type-𝐴 wff. 
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• 𝐴&𝐷 is a constant true wff in the other-class, so it is a type-𝐵 wff. 

• 𝐷 → 𝐵 is a variable wff in the other-class, its truth-value on (𝑡, 𝑓, 𝑓, 𝑡) is 𝑓 and its truth-value 

on (𝑡, 𝑡, 𝑓, 𝑡) is 𝑡, so it is a type-𝐶 wff. 

• Discussing the truth-value of 𝐷 → (𝐴 ↔ 𝐶) requires the truth-value of 𝐴 ↔ 𝐶. In the other-

class, 𝐴 ↔ 𝐶 is a constant false wff, therefore, 𝐷 → (𝐴 ↔ 𝐶) is a constant true wff, and so it 

is a type-𝐵 wff. 

• Discussing the truth-value of 𝐷&(𝐴 ↔ 𝐵) requires the truth-value of 𝐴 ↔ 𝐵. In the other-class, 

𝐴 ↔ 𝐵 is a variable wff, its truth-value on (𝑡, 𝑓, 𝑓, 𝑡) is 𝑓 and its truth-value on (𝑡, 𝑡, 𝑓, 𝑡) is 𝑡, 

so it is a type-𝐶 wff, which also makes 𝐷&(𝐴 ↔ 𝐵) a type-𝐶 wff. 

 

(𝑡, 𝑓, 𝑓, 𝑡) → (𝑡, 𝑡, 𝑓, 𝑡) 

 

According to B-3, using 𝐷 → 𝐵  and 𝐷&(𝐴 ↔ 𝐵) could create a new type-𝐵  wff, (𝐷 → 𝐵) →

v𝐷&(𝐴 ↔ 𝐵)w. Since in the second model, the truth-values of 𝐷 → 𝐵 and 𝐷&(𝐴 ↔ 𝐵) are both 𝑡 

on (𝑡, 𝑡, 𝑓, 𝑡) and 𝑓  on (𝑡, 𝑓, 𝑓, 𝑡), so the truth-value of (𝐷 → 𝐵) → v𝐷&(𝐴 ↔ 𝐵)w is 𝑡  on both 

valuations, and then it is a constant true wff in the other-class. But on the first model, it is a constant 

false wff, so (𝐷 → 𝐵) → v𝐷&(𝐴 ↔ 𝐵)w is a type-𝐵 wff. 

Though the above methods could be used to generate some type-𝐵 wffs, after each update, the 

number of type-𝐵 wffs may still be relatively small sometimes. It seems that we could use a type-

𝐴 (or type-𝐶) wff and a type-𝐵 wff to generate a new type-𝐵 wff. But after creating this wff, only 

the type-𝐴 (or type-𝐶) wff is removed, if the remaining type-𝐵 wff is the source of the compound 

wff, the truth-values of these two wffs will be dependent. After analyzing all possible cases, the 

remaining type-𝐵 wff is always the source of the compound wff, so using type-𝐴 (or type-𝐶) wffs 
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and type-𝐵 wffs to generate a new wff are forbidden. For detailed analysis, please check the 

appendix. 

What’s more, the above methods only consider generating type-𝐵 wffs using two material wffs, 

therefore, after one update, it is still possible that there are no type-𝐵 wffs that could be generated 

at all. In this case, we need to take the input as an exception, and withdraw the input of the updating 

valuation, return to the state before the input, and then make another updating valuation.  

 

5.3 – Construct Rules For Multiple-class Classification Under A Single Dataset 

 

Suppose in a multiple-class classification problem, there are 𝑛  class labels, which are 

𝑋%, 𝑋!, … , 𝑋&. Their corresponding sets of decisive differences are 𝐵%, 𝐵!, … , 𝐵&. For each class 

label, pick any number of decisive differences as the wff in the result to create corresponding 

arguments, a piece of the rule used for classification for one class label could be represented. To 

determine which property the testing model has, we need to compare how many rules there are 

that preserve validity on the testing model. As when dealing with one-class classification problems, 

the wffs that can be satisfied by the testing valuation should be found first. Only the rules created 

by these wffs can preserve validity on the testing model. The more wffs the testing valuation 

satisfies, the more the rules preserve validity. According to the support of decisive differences, the 

more support the testing valuation gest from a set of decisive differences of a class label, the more 

the testing valuation has the property of the corresponding main concept. 

Note that in the one-class classification problems, I will set a threshold for each classifier. If the 

support obtained by a testing valuation is below the threshold, the valuation will not be classified 

in this class. But in the multiple-class classification problems, the decisive differences of each class 
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label not only describe their own features but also the difference among class labels. There is no 

need to set a minimum threshold to reject the testing valuation. 

 

5.4 – Different Classification Problems Using The Same Attributes 

 

When there are multiple classification problems, similar decisive differences might also be 

found, which will typically cause the rules that make correct judgments in each classification 

problem may conflict or produce errors when put together. This is just like the example of ResNet-

18 mentioned in the introduction. To mitigate this problem, we need to consider the hypotheses of 

arguments in the rule form.  

The purpose of defining the hypothesis is to make sure all testing valuations are distributed to the 

correct classifier, which seems a bit like a classification problem of classifiers. But if we think 

about it this way, this is equivalent to another multi-classification problem similar to Part 5.2. 

However, we must consider that multiple classification problems are not trained at the same time, 

and if according to the method in Part 5.2, any testing valuation must belong to one and only one 

classifier, so that no testing valuations will be rejected, this is also contrary to the original intention 

of this method proposed. Therefore, compared with the method proposed in Part 5.2, this is closer 

to the problem raised in Part 5.1. Each classifier is trained separately. In training, in addition to 

distinguishing different inside-class labels, it is also necessary to look for constant wffs on the 

entire training data. In this way, multiple classifiers can be accumulated. When there is a testing 

valuation, according to the constant wff and threshold of each classifier, it is judged which 

classifier should be used for this valuation or whether the existing classifier could be used to make 

judgments. 
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Of course, although in Part 4.5, using constant wffs has certain judgment ability, with the increase 

of the number of classifiers, only using constant wffs may not be sufficient to correctly judge 

whether a testing valuation should be accepted, or how to forward a testing valuation to an inside 

classifier. Therefore, when there is an error in the judgment between two classifiers, it means that 

their constant wffs can no longer distinguish between them. At this time, we need to use the method 

proposed in Part 5.2 to use decisive differences of the two classifiers to replace the constant wffs. 

In this way, the two classifiers are completely separated. Using the above methods, the knowledge 

in each data processed can be used together without conflict when trained separately. 
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CHAPTER 6 

EXPERIMENTS AND RESULTS 

In previous parts, I have discussed the basic methods and use some toy examples to explain 

them. This part will use the methods proposed to solve some real classification problems.  

 

6.1.1 – One-class Classification In A Single Dataset, Small-scale Experiment 

 

The experiment follows the experiments in Part 4.5. As a reminder, this is carried out on 

the Lenses dataset, 7 data samples whose lenses types are “No Lenses” are used for training. 2 data 

samples whose lenses types are “No Lenses” and 2 data samples whose lenses types are “Soft 

Lenses” are used for testing. The size of the valuation graph is 7, and after each update, only 5 

constant wffs are retained. After inputting all training data samples, the constant wffs retained will 

be forwarded to a final constant wff set 𝑆7 which is used for classification. The input data samples 

will be shuffled and input again 1 to 50 times. The curve of the average support obtained from 𝑆7 

and the number of runs is as follows. 
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Figure 6: average support obtained by different datasets under different loops, without threshold 

We can see, along with the increase of repeated input, the size of 𝑆7	also increases, and the support 

obtained by testing data samples having different lenses types also increases. But since 𝑆7 is found 

in the dataset whose lenses type is “No Lenses,” it always gives more support to the testing data 

samples with the same lenses type. 

According to the average supports �̅� obtained by the testing data sample whose lenses type is “No 

Lenses,” we can give a hyperparameter 𝜆, 𝜆 ∈ [0,1] and let 𝜆 ∙ �̅� be the threshold. For each testing 

valuation, if the support obtained by the valuation is below the threshold, we will say this valuation 

is classified as not having the main concept as the corresponding training data, namely accepted. 

Otherwise, it has the main concept, namely rejected. When the testing valuation’s lenses type is 

“No Lenses,” if it is rejected, we also say it is misclassified. After repeated inputting 50 times, 

according to different values of 𝜆, the curves of classification accuracy for testing data having 

different lenses types are as follows. 



 

74 

 

Figure 7: one-class classification accuracy under different values of 𝜆 

As the increasing of 𝜆, the classification accuracy for the testing valuations whose lenses types are 

not “No Lenses” increases, and the classification accuracy for the testing valuations whose lenses 

types are not “No Lenses” decreases. When 𝜆 ∈ [0.6,1], we can see all three testing datasets could 

get a great accuracy. 

 

6.1.2 – One-class Classification In A Single Dataset, Large-scale Experiment 

 

In order to verify that the method proposed can still have a good performance when the 

amount of data or the length of the data is large, I choose to conduct experiments on the MNIST 

dataset [13]. I reshape each MNIST data sample from a 28 × 28 tensor to a 14 × 14 tensor and 

reshape it into a 196-bit vector, then use 128 as the threshold of the gray degree value to convert 

this continuous vector into a binary vector. After that, although it can be said that each bit 

represents a binary attribute, obviously this does not have a concrete logical meaning, but due to 

considerations of size this is the only method that could be used to process MNIST data samples. 

Since this experiment is about one-class classification problems, only the MNIST data samples 
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with the number 1 participate in the training, and the data samples with the numbers 1, 2, and 3 

participate in the testing. If after inputting a certain data sample, the valuation graph reaches the 

maximum size or is still the maximum size, 5 decisive differences retained will be forward to the 

final set 𝑆7 of decisive differences. 

Different from the small-scale experiment, there are many MNIST data samples, so that we can 

compare the method proposed with the classical machine learning approaches solving one-class 

classification problems, which is the one-class support vector machine (OCSVM [16]). Using 

different amounts of training samples, OCSVM gets the following results with 600 testing samples 

(600 samples for data samples with the numbers 1, 2, and 3 each). 

Table 30: experiment results of OCSVM on the MNIST dataset 

 Training = 50 Training = 100 Training = 500 Training = 2,000 

MNIST #1 0/600 7/539 203/397 361/239 

MNIST #2 0/600 0/600 0/600 0/600 

MNIST #3 0/600 0/600 0/600 0/600 

 

In the above table, take 361/239 as an example, the number at the left of / means the number of 

data samples classified as the data with the number 1, and the number at the right of / means the 

number of data samples classified as the data with the other numbers. Here among 600 testing data 

items with the number 1, 361 of them are classified as data with number 1. Or put it another way, 

they are classified correctly. And 239 of them are classified as data with other numbers, which 

means they are classified incorrectly. 
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When there are 2,000 training samples, the accuracy of OCSVM just exceeds 50%. It says when 

there are not enough training samples, OCSVM is not a good choice. But we can also say that the 

accuracy of OCSVM is always 100% on the data with a number other than 1.  

When the method proposed is used, the size of the valuation graph is set to 10, and 200 constant 

wffs are retained after each update. Using 50 data samples for training, and repeated inputting 50 

times, the result is as follows. 

Table 31: average support ratio obtained by different testing MNIST datasets 

 MNIST #1 MNIST #2 MNIST #3 

NW200 – NVG10 – T50/5 0.994050 0.921567 0.935867 

 

Since the number of constant wffs retrained is relatively large, therefore, after multiple repeated 

inputting, the size of 𝑆7 will be very large, so I use the length of wff as the first evaluation criterion 

(the shorter the better) and the support of wff as the second criterion (the larger the better) to find 

200 constant wffs from 𝑆7 for classification, which is called 𝑆%.  

The number in the table does not mean the classification accuracy, but for a testing valuation, the 

average support obtained from 𝑆% for the total support in 𝑆%. It is clear that the testing data with 

the number 1 have larger support than the data with the other numbers. 

When the threshold is set to 0.97, that is, when the proportion of the support obtained by a testing 

valuation exceeds 0.97, it is classified as the data with the number 1, otherwise it is classified as 

the data with the other numbers. The method proposed gets an accuracy of 98.5% on the testing 

data with the number 1, 85.5% on the data with the number 2, and 94.2% on the data with the 

number 3.  
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Compared with OCSVM, the performance of the method proposed is not as good on data samples 

with numbers 2 and 3, but when there are only 50 training samples, OCSVM does not work at all. 

So, the method proposed has a good performance when the training set is not small.  

For a detailed discussion, I randomly pick 200 data samples with number 1, 2 and 3 respectively. 

The analysis of the 200 constant wffs used for classification is as follows. 

 

Figure 8: decisive differences are satisfied by different testing data items 

The horizontal axis of each image represents different constant wffs, and the vertical axis 

represents different test data samples. In which the yellow pixels represent that a constant wff is 

satisfied by a test data sample, and purple pixels mean the opposite. There are few purple pixels in 

the testing data with the number 1, which also reflects that the constant wffs found fit the class 

label of the training set. But when the numbers are 2 and 3, in their testing sets, we can see some 

purple vertical lines, which means that there is a constant wff found that is almost not satisfied by 

all testing samples, which shows that such wff is the key feature used to distinguish different 

numbers, which are decisive differences as discussed. 

 

6.2.1 – Multiple-class Classification In A Single Dataset, Small-scale Experiment 

 

The experiment is carried out on the Lenses dataset, 7 data samples whose lenses types are 

“No Lenses” and 3 data samples whose lenses types are “Soft Lenses” are used for training. 2 data 
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samples whose lenses types are “No Lenses” and 2 data samples whose lenses types are “Soft 

Lenses” are used for testing. Since there are two class labels, there are two classifiers. For the 

classifier corresponding to the data samples whose lenses type is “No lenses,” the size of the 

valuation graph is 7, and 5 constant wffs are retained after each update. For the classifier 

corresponding to the data samples whose lenses type us “Soft Lenses,” the size of the valuation 

graph is 2, and 5 constant wffs are retained after each update. After inputting all training data 

samples, the constant wffs retained will be forward to a final constant wff set which is used for 

testing, and the input data samples will be shuffled and input again 1 to 50 times. The decisive 

differences found will also be restored in a set for testing, for the first classifier for data whose 

lenses type is “No Lenses,” the set is called	𝑆89, and 	𝑆?9@A for data whose lenses type is “Soft 

Lenses.” The figure below shows the average support difference obtained from the two decisive 

difference sets for the testing data samples of different lenses types. 

 

Figure 9: average support difference obtained from two sets of decisive differences by different testing datasets 

The average support difference larger than 0 means the support obtained from 	𝑆89 is larger than 

the support obtained from 	𝑆?9@A, and vice versa. We can see the support difference obtained by 



 

79 

the data whose lenses type is “No Lenses” is always greater than 0, and this situation becomes 

more apparent with the growth of the number of runs.  

This shows that the decisive differences found are indeed key features in classification. If we use 

the amount of support obtained for classification, we can see that no matter how many times the 

loop is repeated, the accuracy of the two types of testing data is always 100%. 

 

Figure 10: the accuracy of two testing datasets 

 

6.2.2 – Multiple-class Classification In A Single Dataset, Large-scale Experiment 

 

To verify that the decisive differences found can still have a good performance when the 

amount of data or the length of the data is large, I am going to carry the experiments on the MNIST 

dataset with the same data preprocessing methods as in Part 6.1.2. I will try to use the decisive 

differences found to classify data samples with numbers 1 and 2. 

I use 40 number 2 data samples and 40 number 3 data samples for training, and test on 3,000 

samples (3,000 samples of number 2 and 3,000 samples of number). While training, the size of the 

value graph is 10, and the number of wffs retained after each update is 5. If after inputting a certain 
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data sample, the valuation graph reaches the maximum size or is still the maximum size, the 5 

decisive differences retained after the input will be forward to the final set 𝑆=  of decisive 

differences. After inputting all data samples, change the input order and re-input 1 to 50 times. The 

following curves show the performance of 𝑆= on different testing data under different repeated 

times. Among them, 𝑠%  represents the number 2 training data, and 𝑠!  represents the number 3 

training data. 

 

Figure 11: by different times of loops, the accuracy of the method proposed on different testing datasets 

As the number of runs increases, no matter the testing data is with number 2 or with number 3, 

their accuracy on the testing set and training set will both have a tendency of increasing. To confirm 

the necessity of using 𝑆= of decisive differences, I will show the following figure, comparing the 

accuracy of classification without using 𝑆= but only the 5 decisive differences retained. 
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Figure 12: compared with not using the accumulated wff set, by different times of loops, the accuracy of the method proposed on 
different testing datasets 

It can be seen that such curves do not have a tendency of increasing accuracy as the number of 

runs increases. 

 

6.3 – Different Classification Problems Using Same Attributes 

 

This experiment is still carried out on the Lenses dataset. Performing the experiment 

requires at least two different classification problems using the same attributes. The first 

classification problem is classifying data whose lenses type is “No Lenses” from data whose lenses 

type is “Soft Lenses.” And the second classification problem is classifying data whose lenses type 

is “No Lenses” from data whose lenses type is “Hard Lenses.” 

The first classifier is trained with 7 samples whose lenses type is “No Lenses” and 2 samples whose 

lenses type is “Soft Lenses.” The second classifier is trained with 7 samples whose lenses type is 

“No Lenses” and 1 sample whose lenses type is “Hard Lenses.” Except for finding decisive 

differences in each classifier, constant wffs are found for each classification problem as well. 
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Since these two classifiers are trained independently, it is possible that the constant wffs found in 

each classifier are not enough to tell where a testing valuation should be moved to, or whether a 

testing valuation should be accepted. I use the data whose lenses type is not “No Lenses” in the 

two classifiers for testing. Ideally, the sample whose lenses type is “Hard Lenses” should be 

rejected by the first classifier, and the sample whose lenses type is “Soft Lenses” should be rejected 

by the second classifier. However, the experimental results show that only one of the two samples 

whose lenses type is “Hard Lenses” is correctly rejected, while the two samples whose lenses type 

is “Soft Lenses” are all incorrectly accepted. 

Therefore, I use the method proposed in Part 5.2 to find decisive differences between samples 

whose lenses type is “Soft Lenses” and the samples whose lenses type is “Hard Lenses,” instead 

of using constant wffs. After that, the experiments showed that all samples are classified correctly 

as desired. 
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CHAPTER 7 

CONCLUSION 

Through the analysis of NN and ILP, this paper suggests that if an intelligent agent is to 

accumulate knowledge in the process of solving multiple problems, it must have two 

characteristics. First, since the problems to be solved are usually specific, the knowledge obtained 

by the agent may contain sub-knowledge. The sub-knowledge needs to be separated and 

understood by people, so they can be mixed in a meaningful way. Secondly, the sub-knowledge 

should also be restricted to where they were effective to avoid conflicts in combining with another 

sub-knowledge.  

Based on the study of model theory, this paper puts forward the concept of global rule based on 

the concept of global model, finds rules in models that do not contain all valuations in a language, 

and then uses such rules to solve classification problems based on the analogy between atomic 

models & datasets and the analogy between rules & knowledge. Through small-scale experiments 

on the Lenses dataset and large-scale experiments on the MNIST dataset, the method proposed 

performs well even using only a small amount of data. 
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APPENDICES 

 

 A.  The Truth-value Dependence Analysis Of The Other Combinations 

 

We have analyzed all four combinations with & as the main connective, and the case of 𝑓 → 𝑓. 

Here I am going to introduce the analysis of the other cases. 

1. Constant true → constant true  

There are two different cases. 

a. When 𝐴 becomes variable after an update and 𝐵 remains the same.  

Since 𝐴 is variable in the new valuation graph, at least one of the following cases must be 

satisfied. 

• There is a pair of partial valuation neighbors, in which two inside valuations assign 

different truth-values to 𝐴. 

• There are two separated valuations assign 𝐴 different truth-values. 

In the first case, by ‖≤‖, the valuation assigns 𝐴 false must be the front valuation (namely 

𝑣), and the back valuation (namely 𝑣′) must assigns 𝐴 true. Therefore, 𝑣6(𝐴 → 𝐵) = 𝑡, so 

does 𝑣(𝐴 → 𝐵) = 𝑡. 𝐴 → 𝐵 is still constant, and its truth-value does not flip, so 𝐴 is not a 

source of 𝐴 → 𝐵 in this case. 

In the second case, clearly, we have both 𝑡 → 𝑓 and 𝑓 → 𝑓 and ‖≤‖ does not apply to 

them. Therefore, 𝐴 → 𝐵 is variable, so we say	𝐴 is a source of 𝐴 → 𝐵 in this case. 
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To know whether 𝐴 becoming variable will or will not make 𝐴 → 𝐵 become variable as 

well, we need to know the structure of the valuation graph, which is completely 

unpredictable. So, we can only say 𝐴 is a para-source. 

b. When 𝐵 becomes variable and 𝐴 remains the same.  

Similarly, there are two cases. 

• There is a pair of partial valuation neighbors, in which two inside valuations assign 

different truth-values to 𝐵. 

• There are two separated valuations assign 𝐵 different truth-values. 

In the first case, by ‖≤‖, the valuation assigns 𝐴 false must be the front valuation (namely 

𝑣), and the back valuation (namely 𝑣′) must assigns 𝐴 true. Therefore, 𝑣6(𝐴 → 𝐵) = 𝑡, and 

𝑣(𝐴 → 𝐵) = 𝑓. 𝐴 → 𝐵 is variable, so we say	𝐵 is a source of 𝐴 → 𝐵 in this case. 

In the second case, clearly, we have both 𝑓 → 𝑡 and 𝑓 → 𝑓 and ‖≤‖ does not apply to 

them. Therefore, 𝐴 → 𝐵 is variable, so we say	𝐵 is a source of 𝐴 → 𝐵 in this case. 

In summary, 𝐴 → 𝐵 is a source-x wff, in which 𝐴 is its para-source and 𝐵 is its source. 

2. Constant true → constant false 

There are two different cases. 

a. When 𝐴 becomes variable after an update and 𝐵 remains the same.  

Since 𝐴 is variable in the new valuation graph, at least one of the following cases must be 

satisfied. 

• There is a pair of partial valuation neighbors, in which two inside valuations assign 

different truth-values to 𝐴. 

• There are two separated valuations assign 𝐴 different truth-values. 
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In the first case, by ‖≤‖, the valuation assigns 𝐴 false must be the front valuation (namely 

𝑣), and the back valuation (namely 𝑣′) must assigns 𝐴 true. Therefore, 𝑣6(𝐴 → 𝐵) = 𝑓, so 

does 𝑣(𝐴 → 𝐵) = 𝑓. 𝐴 → 𝐵 is still constant, and its truth-value does not flip, so 𝐴 is not a 

source of 𝐴 → 𝐵 in this case. 

In the second case, clearly, we have both 𝑡 → 𝑓 and 𝑓 → 𝑓 and ‖≤‖ does not apply to 

them. Therefore, 𝐴 → 𝐵 is variable, so we say	𝐴 is a source of 𝐴 → 𝐵 in this case. 

In summary, 𝐴 is just a para-source. 

b. When 𝐵 becomes variable and 𝐴 remains the same.  

Similarly, there are two cases. 

• There is a pair of partial valuation neighbors, in which two inside valuations assign 

different truth-values to 𝐵. 

• There are two separated valuations assign 𝐵 different truth-values. 

In the first case, by ‖≤‖, the valuation assigns 𝐵 false must be the front valuation (namely 

𝑣), and the back valuation (namely 𝑣′) must assigns 𝐴 true. Therefore, 𝑣6(𝐴 → 𝐵) = 𝑡, so 

does 𝑣(𝐴 → 𝐵) = 𝑓. 𝐴 → 𝐵 is variable, so we say	𝐵 is a source of 𝐴 → 𝐵 in this case. 

In the second case, clearly, we have both 𝑓 → 𝑡 and 𝑓 → 𝑓 and ‖≤‖ does not apply to 

them. Therefore, 𝐴 → 𝐵 is variable, so we say	𝐵 is a source of 𝐴 → 𝐵 in this case. 

In summary, 𝐴 → 𝐵 is a source-x wff, in which 𝐴 is its para-source and 𝐵 is its source. 

3. Constant false → constant true 

There are two different cases. 

a. When 𝐴 becomes variable after an update and 𝐵 remains the same.  

Since 𝐴 is variable in the new valuation graph, at least one of the following cases must be 

satisfied. 
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• There is a pair of partial valuation neighbors, in which two inside valuations assign 

different truth-values to 𝐴. 

• There are two separated valuations assign 𝐴 different truth-values. 

In the first case, by ‖≤‖, the valuation assigns 𝐴 false must be the front valuation (namely 

𝑣), and the back valuation (namely 𝑣′) must assigns 𝐴 true. Therefore, 𝑣6(𝐴 → 𝐵) = 𝑡, so 

does 𝑣(𝐴 → 𝐵) = 𝑡. 𝐴 → 𝐵 is still constant, and its truth-value does not flip, so 𝐴 is not a 

source of 𝐴 → 𝐵 in this case. 

In the second case, clearly, we have both 𝑡 → 𝑓 and 𝑓 → 𝑓 and ‖≤‖ does not apply to 

them. Therefore, 𝐴 → 𝐵 is variable, so we say	𝐴 is a source of 𝐴 → 𝐵 in this case. 

In summary, 𝐴 is just a para-source of 𝐴 ↔ 𝐵. 

b. When 𝐵 becomes variable and 𝐴 remains the same.  

Similarly, there are two cases. 

• There is a pair of partial valuation neighbors, in which two inside valuations assign 

different truth-values to 𝐵. 

• There are two separated valuations assign 𝐵 different truth-values. 

In the first case, by ‖≤‖, the valuation which assigns 𝐵 false must be the front valuation 

(namely 𝑣 ), and the back valuation (namely 𝑣′ ) must assign 𝐴  true. Therefore, 

𝑣6(𝐴 → 𝐵) = 𝑡, so  𝑣(𝐴 → 𝐵) = 𝑡. 𝐴 → 𝐵 is still constant, and its truth-value does not 

flip, so 𝐵 becoming variable will not make 𝐴 → 𝐵 become variable or flip its truth-value 

in this case. 

In the second case, clearly, we have both 𝑓 → 𝑡 and 𝑓 → 𝑓 and ‖≤‖ does not apply to 

them. Therefore, 𝐴 → 𝐵 is variable, so we say	𝐵 is a source of 𝐴 → 𝐵 in this case. 

In summary, 𝐴 → 𝐵 is a source-x wff, in which 𝐴 and 𝐵 are two of its para-sources. 
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4. Constant true ↔ constant true 

There are two different cases. 

a. When 𝐴 becomes variable after an update and 𝐵 remains the same.  

Since 𝐴 is variable in the new valuation graph, at least one of the following cases must be 

satisfied. 

• There is a pair of partial valuation neighbors, in which two inside valuations assign 

different truth-values to 𝐴. 

• There are two separated valuations which assign 𝐴 different truth-values. 

In the first case, by ‖≤‖, the valuation assigns 𝐴 false must be the front valuation (namely 

𝑣), and the back valuation (namely 𝑣′) must assign 𝐴 true. Therefore, 𝑣6(𝐴 ↔ 𝐵) = 𝑡, so 

𝑣(𝐴 → 𝐵) = 𝑓. 𝐴 → 𝐵 is variable, so 𝐴 is a source of 𝐴 → 𝐵 in this case. 

In the second case, clearly, we have both 𝑡 → 𝑓 and 𝑓 → 𝑓 and ‖≤‖ does not apply to 

them. Therefore, 𝐴 → 𝐵 is variable, so we say	𝐴 is a source of 𝐴 → 𝐵 in this case. 

In summary, 𝐴 is a source of 𝐴 ↔ 𝐵. 

b. When 𝐵 becomes variable and 𝐴 remains the same.  

Similarly, there are two cases. 

• There is a pair of partial valuation neighbors, in which two inside valuations assign 

different truth-values to 𝐵. 

• There are two separated valuations assign 𝐵 different truth-values. 

In the first case, by ‖≤‖, the valuation assigns 𝐵 false must be the front valuation (namely 

𝑣), and the back valuation (namely 𝑣′) must assign 𝐴 true. Therefore, 𝑣6(𝐴 → 𝐵) = 𝑡, so 

𝑣(𝐴 → 𝐵) = 𝑓. 𝐴 → 𝐵 is variable, so 𝐵 is also a source of 𝐴 → 𝐵 in this case. 
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In the second case, clearly, we have both 𝑓 → 𝑡 and 𝑓 → 𝑓 and ‖≤‖ does not apply to 

them. Therefore, 𝐴 → 𝐵 is variable, so we say	𝐵 is a source of 𝐴 → 𝐵 in this case. 

In summary, 𝐴 ↔ 𝐵 is a source-2 wff. The case of constant false ↔ constant false is similar, 

so it is omitted. 

5. Constant true ↔ constant false 

There are two different cases. 

a. When 𝐴 becomes variable after an update and 𝐵 remains the same.  

Since 𝐴 is variable in the new valuation graph, at least one of the following cases must be 

satisfied. 

• There is a pair of partial valuation neighbors, in which two inside valuations assign 

different truth-values to 𝐴. 

• There are two separated valuations assign 𝐴 different truth-values. 

In the first case, by ‖≤‖, the valuation assigns 𝐴 false must be the front valuation (namely 

𝑣), and the back valuation (namely 𝑣′) must assign 𝐴 true. Therefore, 𝑣6(𝐴 ↔ 𝐵) = 𝑓, so 

𝑣(𝐴 → 𝐵) = 𝑓. 𝐴 → 𝐵 is constant and its truth-value remains, so 𝐴 is not a source of 𝐴 →

𝐵 in this case. 

In the second case, clearly, we have both 𝑡 → 𝑓 and 𝑓 → 𝑓 and ‖≤‖ does not apply to 

them. Therefore, 𝐴 → 𝐵 is variable, so we say	𝐴 is a source of 𝐴 → 𝐵 in this case. 

In summary, we do not know whether 𝐴 is a source of 𝐴 ↔ 𝐵. 

b. When 𝐵 becomes variable and 𝐴 remains the same.  

Similarly, there are two cases. 

• There is a pair of partial valuation neighbors, in which two inside valuations assign 

different truth-values to 𝐵. 
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• There are two separated valuations assign 𝐵 different truth-values. 

In the first case, by ‖≤‖, the valuation assigns 𝐵 false must be the front valuation (namely 

𝑣), and the back valuation (namely 𝑣′) must assign 𝐴 true. Therefore, 𝑣6(𝐴 → 𝐵) = 𝑡, so 

𝑣(𝐴 → 𝐵) = 𝑓. 𝐴 → 𝐵 is variable, so 𝐵 is also a source of 𝐴 → 𝐵 in this case. 

In the second case, clearly, we have both 𝑓 → 𝑡 and 𝑓 → 𝑓 and ‖≤‖ does not apply to 

them. Therefore, 𝐴 → 𝐵 is variable, so we say	𝐵 is a source of 𝐴 → 𝐵 in this case. 

In summary, 𝐴 ↔ 𝐵 is a source-x wff, in which 𝐴 is its para-source and 𝐵 is its source. The 

case of constant false ↔ constant true is similar, so it is omitted. 

As the result, we have the following table of compound wffs. 

• Source-0* wff: constant false & constant false. 

• Source-1 wffs: constant true & constant false, constant false & constant true. (In which the 

source is marked in red.) 

• Source-2 wffs: constant true & constant true, constant true ↔ constant false, constant false ↔ 

constant false. 

• Source-x wffs: constant true → constant true, constant true → constant false, constant false → 

constant true, constant false → constant false, constant true ↔ constant false, constant false ↔ 

constant true. (In which the source is marked in red, and the para-source is marked in orange.) 

 

B.  The Lenses Dataset 

 

There are only 16 data items in this dataset, but each attribute has a concrete logical meaning.  
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Table 32: the whole Lenses dataset 

# 𝐴𝑔𝑒 𝑃𝑟𝑒𝑠𝑐𝑟𝑖𝑝𝑡 𝐴𝑠𝑡𝑖𝑔𝑚𝑎𝑡𝑖𝑐 𝑇𝑒𝑎𝑟	𝑅𝑎𝑡𝑒 𝐿𝑒𝑛𝑠𝑒𝑠	𝑇𝑦𝑝𝑒 

1 𝑦𝑜𝑢𝑛𝑔 𝑚𝑦𝑜𝑝𝑒 𝑛𝑜 𝑟𝑒𝑑𝑢𝑐𝑒𝑑 𝑛𝑜 

2 𝑦𝑜𝑢𝑛𝑔 𝑚𝑦𝑜𝑝𝑒 𝑛𝑜 𝑛𝑜𝑟𝑚𝑎𝑙 𝑠𝑜𝑓𝑡 

3 𝑦𝑜𝑢𝑛𝑔 𝑚𝑦𝑜𝑝𝑒 𝑦𝑒𝑠 𝑟𝑒𝑑𝑢𝑐𝑒𝑑 𝑛𝑜 

4 𝑦𝑜𝑢𝑛𝑔 𝑚𝑦𝑜𝑝𝑒 𝑦𝑒𝑠 𝑛𝑜𝑟𝑚𝑎𝑙 ℎ𝑎𝑟𝑑 

5 𝑦𝑜𝑢𝑛𝑔 ℎ𝑦𝑝𝑒𝑟 𝑛𝑜 𝑟𝑒𝑑𝑢𝑐𝑒𝑑 𝑛𝑜 

6 𝑦𝑜𝑢𝑛𝑔 ℎ𝑦𝑝𝑒𝑟 𝑛𝑜 𝑛𝑜𝑟𝑚𝑎𝑙 𝑠𝑜𝑓𝑡 

7 𝑦𝑜𝑢𝑛𝑔 ℎ𝑦𝑝𝑒𝑟 𝑦𝑒𝑠 𝑟𝑒𝑑𝑢𝑐𝑒𝑑 𝑛𝑜 

8 𝑦𝑜𝑢𝑛𝑔 ℎ𝑦𝑝𝑒𝑟 𝑦𝑒𝑠 𝑛𝑜𝑟𝑚𝑎𝑙 ℎ𝑎𝑟𝑑 

9 𝑝𝑟𝑒 𝑚𝑦𝑜𝑝𝑒 𝑛𝑜 𝑟𝑒𝑑𝑢𝑐𝑒𝑑 𝑛𝑜 

10 𝑝𝑟𝑒 𝑚𝑦𝑜𝑝𝑒 𝑛𝑜 𝑛𝑜𝑟𝑚𝑎𝑙 𝑠𝑜𝑓𝑡 

11 𝑝𝑟𝑒 𝑚𝑦𝑜𝑝𝑒 𝑦𝑒𝑠 𝑟𝑒𝑑𝑢𝑐𝑒𝑑 𝑛𝑜 

12 𝑝𝑟𝑒 𝑚𝑦𝑜𝑝𝑒 𝑦𝑒𝑠 𝑛𝑜𝑟𝑚𝑎𝑙 ℎ𝑎𝑟𝑑 

13 𝑝𝑟𝑒 ℎ𝑦𝑝𝑒𝑟 𝑛𝑜 𝑟𝑒𝑑𝑢𝑐𝑒𝑑 𝑛𝑜 

14 𝑝𝑟𝑒 ℎ𝑦𝑝𝑒𝑟 𝑛𝑜 𝑛𝑜𝑟𝑚𝑎𝑙 𝑠𝑜𝑓𝑡 

15 𝑝𝑟𝑒 ℎ𝑦𝑝𝑒𝑟 𝑦𝑒𝑠 𝑟𝑒𝑑𝑢𝑐𝑒𝑑 𝑛𝑜 

16 𝑝𝑟𝑒 ℎ𝑦𝑝𝑒𝑟 𝑦𝑒𝑠 𝑛𝑜𝑟𝑚𝑎𝑙 𝑛𝑜 

 

C. The Lenses Dataset (Atomic Model) 

 

As an abbreviation, I have changed the name of each attribute to atomic wffs. In which, 𝐴 means 

age=young, 𝐵 means prescript=hyper, 𝐶 means astigmatic=no, 𝐷 means tear rate=normal。 
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Table 33: the whole Lenses dataset (atomic model) 

# 𝐴 𝐵 𝐶 𝐷 𝐿𝑒𝑛𝑠𝑒𝑠	𝑇𝑦𝑝𝑒 

1 𝑡 𝑓 𝑡 𝑓 𝑛𝑜 

2 𝑡 𝑓 𝑡 𝑡 𝑠𝑜𝑓𝑡 

3 𝑡 𝑓 𝑓 𝑓 𝑛𝑜 

4 𝑡 𝑓 𝑓 𝑡 ℎ𝑎𝑟𝑑 

5 𝑡 𝑡 𝑡 𝑓 𝑛𝑜 

6 𝑡 𝑡 𝑡 𝑡 𝑠𝑜𝑓𝑡 

7 𝑡 𝑡 𝑓 𝑓 𝑛𝑜 

8 𝑡 𝑡 𝑓 𝑡 ℎ𝑎𝑟𝑑 

9 𝑓 𝑓 𝑡 𝑓 𝑛𝑜 

10 𝑓 𝑓 𝑡 𝑡 𝑠𝑜𝑓𝑡 

11 𝑓 𝑓 𝑓 𝑓 𝑛𝑜 

12 𝑓 𝑓 𝑓 𝑡 ℎ𝑎𝑟𝑑 

13 𝑓 𝑡 𝑡 𝑓 𝑛𝑜 

14 𝑓 𝑡 𝑡 𝑡 𝑠𝑜𝑓𝑡 

15 𝑓 𝑡 𝑓 𝑓 𝑛𝑜 

16 𝑓 𝑡 𝑓 𝑡 𝑛𝑜 

 

D.  Creating Type-𝐵 Wffs Using Type-𝐴 Wffs And Type-𝐵 Wffs 

 

As an abbreviation, each type-𝐴 wff is called 𝐴, when it is a constant true wff in the self-class, we 

call it 𝐴-. In contrast, we call it 𝐴). Similarly, we can have 𝐵- and 𝐵). The compound wff is called 

𝐴𝐵.  



 

95 

1. 𝐴-&𝐵- 

𝐴𝐵 is a source-2 wff, so 𝐵- as a source of 𝐴𝐵 will be exist in the constant wff set at the same 

time as 𝐴𝐵, which is forbidden. 

2. 𝐴-&𝐵) 

𝐴𝐵 is a source-1 wff, so 𝐵) as the source of 𝐴𝐵 will be exist in the constant wff set at the same 

time as 𝐴𝐵, which is forbidden. 

3. 𝐴)&𝐵- 

𝐴𝐵 is a source-1 wff, and 𝐴) as the source of 𝐴𝐵 will be removed from the constant wff set. 

But here, 𝐴𝐵 is a constant false wff in the self-class, and it is also a constant false wff in other-

classes. Therefore, 𝐴𝐵 is not a type-𝐵 wff. 

4. 𝐴)&𝐵) 

𝐴𝐵 is a special source-1 wff, so 𝐵) as a source of 𝐴𝐵 will be exist in the constant wff set at the 

same time as 𝐴𝐵, which is forbidden. 

5. 𝐴- → 𝐵- 

𝐴𝐵 is a source-1 wff, so 𝐵) as the source of 𝐴𝐵 will be exist in the constant wff set at the same 

time as 𝐴𝐵, which is forbidden. 

6. 𝐴- → 𝐵) 

According to the analyze in Part 3, 𝐴𝐵  is a source-2 wff under pessimistic estimation. 

Therefore, 𝐵) as a source of 𝐴𝐵 will be exist in the constant wff set at the same time as 𝐴𝐵, 

which is forbidden. 
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7. 𝐴) → 𝐵- 

𝐴𝐵 is a constant true wff in the self-class, and it is also a constant true wff in other-classes. So 

this case is also forbidden. 

8. 𝐴) → 𝐵) 

𝐴𝐵 is a constant true wff in the self-class, and it is also a constant true wff in other-classes. So 

this case is also forbidden. 

9. 𝐴- ↔ 𝐵- 

According to the analyze in Part 3, 𝐴𝐵  is a source-2 wff under pessimistic estimation. 

Therefore, 𝐵- as a source of 𝐴𝐵 will be exist in the constant wff set at the same time as 𝐴𝐵, 

which is forbidden. 

10. 𝐴- 	↔ 𝐵) 

According to the analyze in Part 3, 𝐴𝐵  is a source-2 wff under pessimistic estimation. 

Therefore, 𝐵) as a source of 𝐴𝐵 will be exist in the constant wff set at the same time as 𝐴𝐵, 

which is forbidden. 

11. 𝐴) 	↔ 𝐵- 

According to the analyze in Part 3, 𝐴𝐵  is a source-2 wff under pessimistic estimation. 

Therefore, 𝐵- as a source of 𝐴𝐵 will be exist in the constant wff set at the same time as 𝐴𝐵, 

which is forbidden. 

12. 𝐴) ↔ 𝐵) 

According to the analyze in Part 3, 𝐴𝐵  is a source-2 wff under pessimistic estimation. 

Therefore, 𝐵) as a source of 𝐴𝐵 will be exist in the constant wff set at the same time as 𝐴𝐵, 

which is forbidden. 

In summary, all cases using type-𝐴 wffs and type-𝐵 wffs to generate type-𝐵 wffs are forbidden. 
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E. Creating Type-𝐵 Wffs Using Type-𝐶 Wffs And Type-𝐵 Wffs 

 

As an abbreviation, each type-𝐶 wff is called 𝐶, when it is a constant true wff in the self-class, we 

call it 𝐶-. In contrast, we call it 𝐶). Similarly, we can have 𝐵- and 𝐵). The compound wff is called 

𝐶𝐵.  

1. 𝐶-&𝐵- 

𝐶𝐵 is a constant true wff in the self-class, but in other-classes, 𝐵- becomes a constant false wff, 

though 𝐶- is a variable wff in other-classes, 𝐶𝐵 is a constant false wff in other-classes, so it is 

also a type-𝐵 wff. But 𝐶𝐵 is a source-2 wff, 𝐵- as a source of 𝐶𝐵 will be exist in the constant 

wff set at the same time as 𝐶𝐵, which is forbidden 

2. 𝐶-&𝐵) 

𝐶𝐵 is a source-1 wff, and 𝐵- as the source of 𝐶𝐵 will be exist in the constant wff set at the 

same time as 𝐶𝐵, which is forbidden. 

3. 𝐶)&𝐵- 

𝐶𝐵 is a constant false wff in the self-class, but it is also a constant false wff in other-classes, 

so 𝐶𝐵 is not a type-𝐵 wff. 

4. 𝐶)&𝐵) 

𝐶𝐵 is a special source-1 wff, and 𝐵) as a source of 𝐶𝐵 will be exist in the constant wff set at 

the same time as 𝐶𝐵, which is forbidden. 

5. 𝐶- → 𝐵- 

𝐶𝐵 is a source-1 wff, and 𝐵- as the source of 𝐶𝐵 will be exist in the constant wff set at the 

same time as 𝐶𝐵, which is forbidden. 
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6. 𝐶- → 𝐵) 

According to the analyze in Part 3, 𝐶𝐵 is a source-2 wff under pessimistic estimation. 𝐵) as 

the source of 𝐶𝐵 will be exist in the constant wff set at the same time as 𝐶𝐵, which is forbidden 

7. 𝐶) → 𝐵- 

𝐶𝐵 is a constant true wff in the self-class, but it is also a constant true wff in other-classes, so 

𝐶𝐵 is not a type-𝐵 wff. 

8. 𝐶) → 𝐵) 

𝐶𝐵 is a constant true wff in the self-class, but it is also a constant true wff in other-classes, so 

𝐶𝐵 is not a type-𝐵 wff. 

9. 𝐶- ↔ 𝐵- 

According to the analyze in Part 3, 𝐶𝐵  is a source-2 wff under pessimistic estimation. 

Therefore, 𝐵- as a source of 𝐶𝐵 will be exist in the constant wff set at the same time as 𝐶𝐵, 

which is forbidden. 

10. 𝐶- ↔ 𝐵) 

According to the analyze in Part 3, 𝐶𝐵  is a source-2 wff under pessimistic estimation. 

Therefore, 𝐵) as a source of 𝐶𝐵 will be exist in the constant wff set at the same time as 𝐶𝐵, 

which is forbidden. 

11. 𝐶) ↔ 𝐵- 

According to the analyze in Part 3, 𝐶𝐵  is a source-2 wff under pessimistic estimation. 

Therefore, 𝐵- as a source of 𝐶𝐵 will be exist in the constant wff set at the same time as 𝐶𝐵, 

which is forbidden. 
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12. 𝐶) ↔ 𝐵) 

According to the analyze in Part 3, 𝐶𝐵  is a source-2 wff under pessimistic estimation. 

Therefore, 𝐵) as a source of 𝐶𝐵 will be exist in the constant wff set at the same time as 𝐶𝐵, 

which is forbidden. 

In summary, all cases using type-𝐶 wffs and type-𝐵 wffs to generate type-𝐵 wffs are forbidden. 

 

F.  Derivation In Natural Deduction 

 

[𝑝]! [¬𝑝]%
⊥ → 𝐸
𝑝 ⊥%
𝑝 → 𝑝 → 𝐼! 

 

[𝑞]! [¬𝑞]%
⊥ → 𝐸
𝑞 ⊥%
𝑞 → 𝑞 → 𝐼! 

 

[𝑝]! [¬𝑝]%
⊥ → 𝐸
𝑝 ⊥%
𝑝 → 𝑝 → 𝐼!

[𝑞]! [¬𝑞]%
⊥ → 𝐸
𝑞 ⊥%
𝑞 → 𝑞 → 𝐼!

(𝑝 → 𝑝)&(𝑞&𝑞) &𝐼 

 


